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Abstract

In medicine, the cost of erroneously classifying an ill subject as
healthy could have disastrous consequences. Many classification
techniques however, do not try to improve the classification on
one of the classes involved. In this paper different strategies are
proposed to solve this problem using Artificial Neural Networks
(NN), and they are applied to a Heart discase dataset. An
important reason for using NN is that the methods we propose
can be directly incorporated into the learning process. To achieve
this, two forms of NN training are used. One involves a slight
modification of the usual backpropagation algorithm (BP), and in
the other, the training is achieved through an Evolution Program
(EP). The latter is applied to take advantage of their ability to
handle more complicated fitness functions.
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Introduction

In medical classification problems, it is often the case that a more
precise classification is required on one of the classes involved,
even at the expense of a poorer classification on another. This
could arise because the consequences of misclassifying one class,
such as an illness; could be far more serious, leading to a subject
not receiving adequate and timely treatment. Often the results
reported using a classification technique tend to present the
overall classification correctness rather than the individual
classification correctness for each class. This can be deceptive. If
the number of subjects that fall into one class is greater than those
in another, an apparently good classifier might perform poorly on
the smaller class.

In this work, several different strategies designed to solve this
problem using NN are proposed and applied to a heart disease
dataset, originally compiled at the Cleveland Clinic Foundation
and supplied by Robert Detrano, M.D.,Ph.D. of the V.A. Medical
Center. This dataset was previously used in the “StatLog” project
under the ESPRIT programme of the European Community [1],
which compared diverse classification algorithms on a vanety of
datasets. In its present form, the dataset contains 270 cases of 13
attributes each, of which 120 show the presence of heart disease
and 150 do not (the original dataset contained a larger set of
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examples, attributes and classes). The 13 attributes consist of the
age, sex, chest pain type, resting blood pressure, serum
cholesterol, fasting blood sugar, resting electrocardiographic
results, maximum heart rate achieved, exercise induced angina,
ST depression induced by exercise, the slope of the peak exercise
ST segment, number of major vessels colored by flouroscopy, and
thal.

Methods

A fixed feedforward NN architecture was used throughout the
trials. A major reason for choosing this classification technique
was the fact that the strategies applied could be directly
incorporated into the learning process, and not left to the final
testing stage as is the case of most statistical procedures. The NN
consisted of 13 input units, a hidden layer of 13 units, and a single
output unit. Threshold units on the first and hidden layers were
also included, and a standard sigmoidal activation function was
applied. Training of the NN was conducted using the same 216
(80%) randomly selected cases. The remaining 54 cases were
used for testing. The 216 cases included 89 presenting heart
disease, and 31 for the test set. Preliminary results obtained
showed an improvement on normalising the data and this was
done throughout the trials.

The first strategy modified BP [2] using fixed “cost factors” to
weigh the errors more heavily for those cases presenting heart
discase. The objective was to obtain a better classification of this
class. Cost factors of 2, 4, and 10 were used and the results are
presented in table 1 of the next section (the factor of 1
corresponds to the normal application of BP). The number of
cases presenting heart disease in the training set was also
duplicated and the 305 cases were trained with BP to consider the
effect on classification. This result is shown in the last row of
table 1.

The second strategy consisted in changing the error function to the
sum of the misclassified cases. A cost factor was again included
to penalise the number of misclassified cases presenting heart
disease. To avoid the difficulties of using BP with such functions,
an EP was apphed to minimize the error function. Genetic
algorithms and EPs have been used successfully in NN training
[3], and their versatility in handling a variety of difficult
optimisation problems with non-continuous fitness functions has
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been shown [4]. An EP was chosen over & Genetic Algorithm
because of the naturalness of coding the NN as a chromosome,
and an apparently more efficient convergence rate. The EP
simulations conducted were realised using SUGAL [5]). After
considerable experimentation, the following combination of
parameters were found to produce the best results. A population
of 10 chromosomes was used, each chromosome consisting of
196 real numbers (the number of weights required for the NN
architecture). The genes were initialised using a gaussian
distribution with 0 mean and a variance of 1. Selection was
accomplished using the roulette method. 2-point crossover was
applied to pairs of selected chromosomes, and gaussian mutation
of decreasing amplitude to all the genes. An elitist strategy
maintained the best individual in the population. The EP was
applied for 300 generations.

Results

Table 1 and 2 show the results obtained using a NN trained with
the variations to BP and an EP, respectively, as explained in the
Methods section.

Factor Train (%Good) Test (%aGood) Epochsl
Pres | Abs | Tot | Pres | Abs | Tot
1 919 | 882 | 894 { 774 | 913 | 833 | 100
2 933 | 748 | 824 903 | 87.0 | 889} 100
4 91.0 { 835 | 86.6 | 839 | 913 | 87.0 ] 100
10 1933|724 | 810 { 903 | 783 | 852 | 100
Dup | 933 | 81.9 | 885 | 80.7 | 26.1 | 574 | 500

TABLE 1. Results of the NN trained with Backpropagation

Factor Train (%Good) Test (%Good) Gens
Pres | Abs | Tot | Pres | Abs | Tot

1 787 | 96.1 | 889 | 67.4 | 957 ] 79.6 | 300

2 89.9 { 835 | 86.1 } 774 | 870 | 81.5 | 300

4 955 1748 | 833 | 87.1 | 783 | 833 | 300

10 [ 989 | 646 | 788 | 93.6 | 565 | 77.8 | 300

TABLE 2. Results of the NN trained with an EP

2019

The first four rows give the results for the different cost factors.
The last row of table 1 presents the results obtained by
duplicating the cases presenting heart disease in the training
set. The figures represent the percentage of cases correctly
classified according to their class (Pres means heart disease
was present, Abs that it was absent). The total percentage
correctly classified is given for the different trials in the Tot
column.

Conclusions

We have proposed different alternatives to improve the
classification results for a particular class by incorporating a cost
factor into the learning process of a NN. As one can conclude
from the results given in the tables, the NN training with the EP
consistently improves the classification results of the desired class
on increasing the cost factor. However, as can be expected this is
at the expense of a decrease in the correct classification on the
other class. A reasonable cost factor seems to lie within the 2-4
range. The NN training with BP produced uneven results,
although improved classification was usually obtained.
Duplicating the cases resulted in poor performance on the test set,
due to the over-fitting of the model on the training set.

The generality of the NN training with the EP, and their ability to

handle different fitness functions, opens up promising avenues for
future work.
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