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Abstract—Recently methods for obtaining sparse representa-
tions of signals from overcomplete dictionaries have been stud-
ied and some interesting connections between them and biolog-
ical sensory processing have been observed. Given that a rep-
resentation of this type is designed to have only a small number
of coefficients different from zero, one might intuitively expect
that they would also show a certain robustness to additive noise.
In the present paper an example, using speech signals, is ex-
amined by comparing several denoising technigues, including a
simple method propesed by the authors. The method maintains
a sparse representation of the signal and is found to preserve
important acoustic cues necessary for phoneme identification.

Index Terms—Sparse representation, denoising, speech.

I. INTRODUCTION

Generally speaking, a sparse representation (SR) of a sig-
nal using an overcomplete dictionary of waveforms signifies
that only a ’small’ number of the waveforms will be actively
used to represent the signal. As an overcomplete dictionary
is employed, their will in fact be many possible representa-
tions and some criterion has to be selected to decide which
representation is actually chosen. This is precisely where
representational sparseness can be attained. Typically, con-
ditions are placed on the coefficients in the representation;
this can be achieved either through phrasing the problem as
one of simultaneously minimizing the approximation of the
representation to the signal and the size of the coefficients,
in appropriate norms (c.f. [1]), or by assuming them to be
statistically independent and choosing a proper prior proba-
bility e.g. Laplacian {c.f. [2]). Among the available methods
for achieving SR, and of relevance in the present paper, are
Basis Pursuit (BP), Matching Pursuit (MP), or Best Orthog-
onal Basis (BOB). These and similar techniques have been
extensively applied to such fields as: 'natural’ image analy-
sis, audio and music signals, general biomedical signals and
automatic speech recognition {(c.f. for example [2], [3]). In
particular in [4], a preliminary study of SR was applied to
*clean’ speech signals using different dictionaries. There it
was found that important acoustic cues in the signals could
be preserved with as few as 15 waveforms. This suggests that
SR may also retain similar properties for 'noisy’ speech sig-
nals.
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In the present work the behavior of SR in the presence
of additive noise for speech signals is examined, A simple
method for signal denoising is proposed and compared with
other denoising techniques such as Wavelet Denoising (WD)
with hard thresholding.

II. METHODS AND SPEECH DATA
A. Sparse Representations and Noise

A representation of a signal s, in terms of a dictionary &,
or collection of parameterized waveforms (¢ )yer . usually
signifies a decomposition of the form:

s=z¢7a«,+€=¢'a+s 45
yer

where € is an additive Gaussian noise term. Wavelets Packets
(WP) and Cosine Packets (CP} constitute parameterized col-
lections of atoms with a rich variety of behaviors. Different
methods have been proposed for obtaining a decomposition
in the form of equation (1), and in the present paper SR are
of particular interest. In Chen et al. a number of artificial ex-
amples are given showing the benefits of their methods (BP
and BP denoising), in terms of sparsity, super-resolution and
noise robustness, compared to the corresponding representa-
tions found by MP, MOF and BOB. In [4], BP and MP per-
formed simitarly when applied to clean speech signals, whilst
the others performed relatively poorly.

B. Denoising Technigues

Denoising data by wavelet thresholding consists in apply-
ing a discrete wavelet transform to the originat data, thresh-
olding the detail wavelet coefficients, then inverse transform-
ing the thresholded coefficients to obtain the denoised data
[5]. The hard threshold involves setting to zero those co-
efficients whose absolute values are below a certain num-
ber, whereas the soft threshold also shrinks the remaining
coefficients towards zero. In Chen ef ¢l. a method for
BP denoising (BPDN) is proposed when Gaussian noise
is assumed, This corresponds to the solution of & =

argmin{ﬂ@a —sl*+ )\|a1}, where A is a weight factor.
a

Chen et al. also proposed denoising methods using MP
(MPDN) and BOB (BOBDN).
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Fig. 1. Sonogram and Spectrogram of: (a) Clean Speech Signal, (b) Noisy
Speech Signal (SNR 10 dB WHITE Noise), (c) HDNBP Denoised Speech
Signal

The following simple heuristic denoising method (HDN)
was also utilized: select an appropriate dictionary and find a
SR of the signal using BP or MP. Order the waveforms by co-
efficient size, and retain the largest ones whose reconstructed
signal had the value of it’s normalized energy higher than the
normalized mean squared error. This represents a compro-
mise between the quality of the approximation and it’s sparse-
ness. The number of waveforms chosen was also limited to
between 15 and 35.

C. Speech Data’

A small subset of the Albayzin speech corpus [6] was used
for experiments. The subset consisted of a vocabulary size of
200 words concerning Spanish geography. The clean speech
data was contaminated with different kinds of noise: White
and babble noise of the NOISEX-92 data base was used [7].
The noise was mixed with the speech data at different signal
to noise ratios (SNR).

IIT, RESULTS AND DISCUSSION

The tests with phonemes in [4], suggested that important
acoustic phonetic cues could be preserved with as few as 15
atoms. When noise was added practically the same atoms
were selected (although in a slightly different order). The
tests in [4], also indicated that good choices for the dictionar-
ies were CP and WP Symmlets with 8 vanishing moments.
The sonograms and spectrograms of a speech utterance, to-
gether with the noisy and HDNBP versions are shown in fig-
ure 1. After HDNBP was applied to the noisy signal impor-
tant acoustic cues are preserved, such as the release of the
phoneme /k/, formants and duration of vowels, and the col-
oration of the fricative /s/. Finally a comparison of SNR,,,; in
dB for the denoising techniques were tested under different
noisy conditions, and presented in I. BPDN and BOBDN [1]

e

TABLE [
COMPARISON OF SNR ;¢ (DB) OF DENOISING TECHNIQUES,

Noise | SNR;, | HODONBP HDNMP MPDN WDN
Clean 0 26.56 14.33 400 1743
BABBLE 100 15.13 14.46 400 17.37
BABBLE 50 15.19 14.23 400 1712
BABBLE 30 14.89 13.55 389 1585
BABBLE 20 13.61 12.24 378 1318
BABBLE 10 9.75 8.43 342 7.78
BABBLE 0 375 1.63 201 027
WHITE 100 15.16 14.33 4.00 1742
WHITE 50 15.05 14.19 401 1740
WHITE 30 14.81 14.37 400 16.22
WHITE 20 12,18 14.17 396 14.09
WHITE 10 10.31 13.18 39 1109
WHITE 0 5.24 10.91 316 6.75

were tested but not included because they never converged on
the data. WDN and HDNBP have the bests results. In some
cases WDN is better than HDNBP. It should be noted that the
HDN parameters were adjusted to maximize denocised speech
intelligibility, and it is well known that this is not directly
related to SNRs. In most of the cases where WDN outper-
formed HDN acoustic distortion was present in the form of
'musical noise’. Clearly a measure including these effects
should be taken into account. Further, the threshold values
were fixed at a value independent from the original SNR,
therefore individual tuning could improve on the results ob-
tained.

Although the method proposed is simple, the important
point to note is that sparse representations could offer a way
of handling noise in speech processing (as well as in other
fields). The authors are presently investigating the applica-
tion of sparse representations to the preprocessing stage of
a robust automatic speech recognition system, as well as the
coding of the acoustic cues of speech signals.
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