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Abstract

The recognition of the emotional state of speakers is a multi-disciplinary re-

search area that has received great interest over the last years. One of the

most important goals is to improve the voiced-based human-machine interac-

tions. Several works on this domain use the prosodic features or the spectrum

characteristics of speech signal, with neural networks, Gaussian mixtures and

other standard classifiers. Usually, there is no acoustic interpretation of types

of errors in the results. In this paper, the spectral characteristics of emotional

signals are used in order to group emotions based on acoustic rather than

psychological considerations. Standard classifiers based on Gaussian Mix-

ture Models, Hidden Markov Models and Multilayer Perceptron are tested.

These classifiers have been evaluated with different configurations and input

features, in order to design a new hierarchical method for emotion classifica-
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tion. The proposed multiple feature hierarchical method for seven emotions,

based on spectral and prosodic information, improves the performance over

the standard classifiers and the fixed features.

Key words: Emotion Recognition, Spectral information, Hierarchical

Classifiers, Hidden Markov Model, Multilayer Perceptron.

1. Introduction

In human interactions there are many ways in which information is ex-

changed (speech, body language, facial expressions, etc.). A speech message

in which people express ideas or communicate has a lot of information that

is interpreted implicitly. This information may be expressed or perceived in

the intonation, volume and speed of the voice and in the emotional state

of people, among others. The speaker’s emotional state is closely related to

this information, and this motivates its study. Two antagonistic ideas on

the origin of emotions exist. One of these explains emotions from evolution-

ary psychology and the other as socially constructed [1]. The second theory

claims that emotions are generated by society, and they find a different sup-

port in each culture. In evolutionary theory, it is widely accepted the “basic”

term to define some universal emotions. The most popular set of basic emo-

tions is the big six : happiness (joy), anger, fear, boredom, sadness, disgust

and neutral. Ekman et al. [2] researched it to argue in favour of emotion

innateness and universality.

Over the last years the recognition of emotions has become a multi-

disciplinary research area that has received great interest. This plays an

important role in the improvement of human-machine interaction. Auto-
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matic recognition of speaker emotional state aims to achieve a more natural

interaction between humans and machines. Also, it could be used to make

the computer act according to the actual human emotion. This is useful in

various real life applications as systems for real-life emotion detection us-

ing a corpus of agent-client spoken dialogues from a medical emergency call

centre [3], detection of the emotional manifestation of fear in abnormal sit-

uations for a security application [4], support of semi-automatic diagnosis

of psychiatric diseases [5] and detection of emotional attitudes from child in

spontaneous dialog interactions with computer characters [6]. On the other

hand, considering the other part of a communication system, progress was

made in the context of speech synthesis too [7].

The use of biosignals (such as ECG, EEG, etc.), face and body images

are an interesting alternative to detect emotional states [8, 9, 10]. How-

ever, methods to record and use these signals are more invasive, complex

and impossible in certain real applications. Therefore, the use of speech sig-

nals clearly becomes a more feasible option. Most of the previous works on

emotion recognition have been based on the analysis of speech prosodic fea-

tures and spectral information [11, 12, 13, 14, 15]. Gaussian Mixture Models

(GMM), Hidden Markov Models (HMM), Multilayer Perceptron (MLP) and

several other one-level standard techniques have been explored for the classi-

fier [16, 17, 18, 19, 20]. Good results are obtained by standard classifiers but

their performance improvement could have reached a limit. Fusion, combi-

nation and ensemble of classifiers could represent a new step towards better

emotion recognition systems.

In last years some works using a combination of standard methods have
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been presented. A fusion scheme where a combination of results at the

decision-level based on the outputs of separate classifiers (trained with dif-

ferent types of features) is proposed in [21]. In [22], a similar idea in order to

distinguish between laughter and speech is proposed. In this work, two ways

to combine classifier outputs are presented: a linear combination of the out-

puts of independent classifiers and a second-level classifier trained with the

outputs from a fixed set of independent classifiers. Two classification meth-

ods (stacked generalization and unweighted vote) were applied to emotion

recognition of 6 emotional classes in [23]. These classifiers improved mod-

estly the performance of traditional classification methods, with recognition

rates of 73.29% and 72.30%, respectively. In [24], a multiple stage classifier

with support vector machine (SVM) is presented. Two-class decisions are

repetitively made until only one class remains and hardly separable classes

are divided at last. Authors built this partition based on expert knowledge

or derived it from confusion matrices of a multiclass SVM approach. They

reported an accuracy of 81.19% with 7 emotional classes. A two-stage clas-

sifier for five emotions is proposed in [25] and the recognition rate reaches

76.1%. In this work, a SVM to classify five emotions into two groups is

used. Then, HMMs are used to classify emotions within each group. In [26],

Bayesian logistic regression and SVM classifiers in a binary decision tree are

used. They reported 48,37% of unweighted recall on 5 emotional classes. The

order of the classification at each layer of binary classification is motivated

by appraisal theory of emotions [27]. A binary multi-stage classifier guided

by the dimensional emotion model is proposed in [28]. They used six emotion

states from the Berlin dataset and reported a classification rate of 68.60%.
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A true comparison among the results of all the previously mentioned meth-

ods is very difficult because they have used different corpus, training/test

partitions, etc. Therefore, none of these results can be a baseline for direct

comparison with our work and our own baselines are proposed. This will be

discussed later.

A simple analysis of the output probability distribution of the HMM

states obtained for different emotions is made in [29]. However, the reasons

for success and failure in confusion matrices are not usually analyzed. For

example, in [24] and [25] clustering was done based on confusion matrices of

standard classifiers, expert knowledge or the goodness of SVM. In the present

work, an analysis of spectral features is made in order to characterize emo-

tions and to define groups. Emotions are grouped based on their acoustical

features and a hierarchical classifier is designed. The emotions which are

acoustically more similar agree with the emotions that are the most difficult

to distinguish, as it can be seen in the confusion matrices reported in previous

works [12, 17, 13, 19]. The proposed classifier is evaluated in the same exper-

imental condition as standard classifiers showing important improvements in

the recognition rates.

In the next section the emotional speech database used in the experiments

and an acoustical analysis of emotions are presented. Section 3 describes

feature extraction and classification methods. The method proposed here

and the experiments are also explained. Section 4 deals with definition of

the method, classification, performance and discussion. Finally, conclusions

and future works are presented.
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Table 1: Corpus utterances grouped by emotion class.

Emotion class Anger Boredom Disgust Fear Joy Sadness Neutral

No. Utterances 127 81 46 69 71 62 79

2. Acoustic Analysis of Emotions

2.1. Emotional Speech Corpus

As emotional expressions in real conversations are very changeable, the

present goal is to achieve emotion recognition from spontaneous speech. On

the other hand, the development of spontaneous-speech datasets is very ex-

pensive and they are commonly restricted. Although acted emotional expres-

sions may not sound like real expressions, using it is an interesting approach.

However, these become more useful if people whom develop them are not

actors and the dataset naturalness is judged by expert listeners. In this con-

text, the emotional speech signals used here were taken from an emotional

speech database, developed at the Communication Science Institute of Berlin

Technical University [30]. This corpus is a well-know acted database and it

was used in several studies [13, 19, 31, 32].1 The corpus, consisting of 535

utterances, includes sentences performed under 6 plain emotions, and sen-

tences in neutral emotional state. This corpus covers the big six emotions

set except for boredom instead of surprise (Table 1 shows their distribution).

The same sentences were recorded in German by ten actors, 5 females

and 5 males, which allows studies over the whole group, comparisons be-

1The corpus is freely accessible at http://pascal.kgw.tu-berlin.de/emodb/.
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tween emotions and comparisons between speakers. The corpus consists of

10 utterances for each emotion type, 5 short and 5 longer sentences, from 1

to 7 seconds. To achieve a high audio quality, these sentences were recorded

in an anechoic chamber with 48 kHz sample frequency (later downsampled to

16 kHz) and were quantized with 16 bits per sample. A perception test with

20 individuals was carried out to ensure the emotional quality and natural-

ness of the utterances, and the most confusing2 utterances were eliminated

[30].

2.2. Acoustic Analysis

The psychological conceptualization of affects, with two-dimensional and

three-dimensional models, is widely known in the categorization of emotions

[21, 33, 34]. These models are often used to group emotions in order to

define classes, such as those associated with low arousal and low pleasure

versus those associated with high arousal and high pleasure. For example,

in [8], a dyadic multi-level classifier based on this two-dimensional emotion

model is presented.

In our study emotions are characterized both by spectral and prosodic

information. How to take advantage from this acoustic evidence in the clas-

sification was studied, without taking into account information from the psy-

chological level or the traditional taxonomy of human emotions.

The mean of the log-spectrum (MLS) on each frequency band along the

frames was calculated for every utterance. Then, the average of the mean log-

2The utterances were deleted when recognition errors were more than 20% and were

judged as no natural by more than 40% of the listeners.
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spectrums (AMLS) over all the utterances with same emotion were computed

Sℓ(k) =
1

Nℓ

Nℓ
∑

i=1

1

Ni

Ni
∑

n=1

log |viℓ(n, k)|, (1)

where k is a frequency band, Nℓ is the number of sentences for the emotion

class ℓ, Ni is the number of frames in the utterance i and viℓ(n, k) is the

discrete Fourier transform of the signal i in the frame n.

The aim was to discover acoustical similarities among emotions using

some underlying structure of the data. The main objective was to group

emotions using significant features from the input data found in an unsuper-

vised way. A very useful method to perform this task is the Self-Organizing

Map (SOM). A SOM is a type of artificial neural network that is trained

using unsupervised learning. It maps p-dimensional input patterns to a q-

dimensional discretized map [35]. It generally consists of an input layer

and an output layer with feedforward connections from input to output and

lateral connections among neurons in the output layer. SOM preserves the

topological properties of the input space. Then nearby input patterns will be

mapped preserving neighborhood relations. Nodes that are “close” together

are going to interact differently than nodes that are “far” apart.

For each utterance, the MLS was used as an input pattern. With the

aim of eliminating less informative coefficients, SOM with different number

of MLS coefficients were trained. Tests with 200 (0 − 8000Hz), 50 (0 −

2000Hz), 40 (0−1600Hz), 30 (0−1200Hz) and 20 (0−800Hz) coefficients were

performed. The best clustering was obtained with the first thirty coefficients.

Using the SOM as a classifier (after the training phase), every cell was labelled

with the emotion that appeared most frequently at this place. The data
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Figure 1: Clustering of emotions using SOM (30 MLS coefficients).

projection which was obtained showed that certain emotion classes could

be considered as groups when using the spectral features (Fig. 1). Data

corresponding to Joy and Anger are displayed from the left-bottom corner to

the centre of the map; whereas data on Boredom, Neutral and Sadness appear

propagated from the right-top corner to the centre. On the other hand, Fear

and Disgust patterns are placed in a more distributed manner. This visual

information provided by the SOM map could be considered in order to group

emotions in different ways. Thus, for example, a group could contain Joy,

Anger and Fear emotions (JAF) whereas another contains Boredom, Neutral

and Sadness emotions (BNS) and finally, Disgust emotion stands alone in

a third group. Furthermore, a two-group schema where Disgust is placed

in the JAFD group (JAF + Disgust), being the other group BNS could be

considered.

Similar experiments using combination of MLS, mel frequency cepstral

coefficients (MFCCs) and prosodic information were performed and results

showed a similar clustering topology.
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Figure 2: Average of Mean Log-Spectrum for all emotion classes grouped by

their spectral similarities.

In order to validate the grouping approach previously presented with

SOM, the AMLS features were visually explored. The most important in-

formation to discriminate among emotion classes was found between 0 and

1200 Hz. Figure 2 shows this information for each emotional class. As it

can be seen in the figures, emotions in the same SOM cluster are spectrally

similar. For example, a similar shape and a maximum between 240 and 280

Hz in Joy, Anger and Fear can be noticed. A minimum is present close to 75

Hz in Joy, Anger, Fear and Disgust. On their part, Boredom, Neutral and
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Sadness have similar shape and a peak between 115 and 160 Hz.

Therefore, groups can be defined by using this spectral and prosodic infor-

mation, independently from psychological considerations. Here the heuristic

approach presented with AMLS is used in order to validate the information

found previously with SOM.

This relevant knowledge for emotion grouping elicited from unsupervised

clustering is used in the next section to design a hierarchical classifier.

3. Proposed Method

The application of neural networks and statistical models to emotion

classification are not so novel in emotion recognition. Moreover, as cited

in Section 1, some combination of classifiers also were proposed in previous

works. However, in that works the grouping of emotions was based on expert

knowledge or psychological classifications. Unlike previous works, here we

propose an unsupervised clustering based on acoustic-prosodic features in

order to define a hierarchical classifier. Then, every part of this classifier

is an independently defined unit, each with its own feature extraction and

classification method.

It is clear from Table 1 that the distribution of emotions is unbalanced,

where anger dominated the set (24% of the set). This characteristic of the

database can bias the validation of methods. It is interesting to point out

that almost all previous works did not address this issue, producing biased

and non-comparable results. Unbalanced training datasets lead to unsuitable

results in classifiers like MLP. Therefore, to avoid this problem, the dataset

was balanced by equalizing the size of the classes which was performed by
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selecting randomly the same number of samples for all classes in each par-

tition (46 x 7 = 322 utterances). The transcriptions of the utterances are

not considered and each utterance has one label that refers to the emotion

expressed. Then, each utterance is an unique training or test pattern in a

partition according to the random process which generates the partition.

Relying on some gender variability in emotional speech signals, other

approaches were based on a previous stage for gender classification. However,

in our proposal this is not contemplated. Indeed, in our approach the feature

extraction and classifier is aimed to find a recognizer that will be able to

handle gender differences implicitly, that is, no specific blocks will be included

for gender discrimination.

3.1. Features Extraction and Classification Methods

For every emotional utterance, three kinds of characteristics were ex-

tracted: MLS, MFCCs and prosodic features. The MLS were computed as

defined in Section 2.2. The spectrograms and the MFCC parametrization

were calculated using Hamming windows of 25 ms with a 10 ms frame shift.

The first 12 MFCC plus the first and second derivatives were also extracted

using the Hidden Markov Toolkit [36].

The use of prosodic features in emotion recognition has been discussed

extensively. Often, in these works the classic methods to calculate Energy

and F0 along the signals were used [37]. Many parameters can be extracted

from prosodic features; usually the minimum, mean, maximum and standard

deviation over the whole utterances were used. This set of parameters has

already been studied and some works reported an important information gain

to discriminate emotions [13, 24, 38].
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Disgust

Fear

Anger

Boredom

Neutral

Sadness

Joy
7 emotions
Standard
Classifier

Feature
Extraction

Figure 3: Structure of standard one-level classifier for 7 emotions.

In our work, combinations of features (MLS, the mean of every MFCCs

and prosodic information) were arranged in vectors. In the previous SOM

test, relevant information showed a similar structure to that observed in Fig.

1. For MLP tests, each dimension of the vector was normalized independently

(from the rest of the remaining elements of that vector) by the maximum

value that can be found for that dimension in the vector set.

In this work, some standard one-level classifiers (Fig. 3) are used as

baseline reference. Classifiers are based on well-known techniques: MLP,

GMM and HMM. MLP is a class of artificial neural network and it consists

of a set of process units (simple perceptrons) arranged in layers. In the MLP,

the nodes are fully connected between layers without connections between

units in the same layer. The input vector (feature vector) feeds into each

of the first layer perceptrons, the outputs of this layer feed into each of the

second layer perceptrons, and so on [39]. The output of the neuron is the

weighted sum of the inputs plus the bias term, and its activation is a function

(linear or nonlinear) as

y = F

(

n
∑

i=1

ωixi + θ

)

. (2)
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On the side of statistical theories, probabilistic distributions are used for

classification. In this way, single Gaussian distribution is often used because

it has important analytical properties, although they present limitations to

model multimodal data. Superposition of multiple distributions would fit

better for real data like speech features (typically multivariate). The mixture

of Gaussians is a superposition formed as a finite linear combination of simple

Gaussian densities and it is widely used in statistical pattern recognition [40].

For a n-dimensional data vector x, density could be modelled by a mixture

of K Gaussians as

p(x) =
K
∑

k=1

ωkN (x|µk, Σk), (3)

where N is a single normal density defined by the mean vector (µk) and

the covariance matrix (Σk). The mixing coefficients verify
∑

k
ωk = 1 and

0 ≤ ωk ≤ 1 for all k. By using a sufficient number of Gaussians, and

by adjusting their means and covariances as well as the coefficients in the

linear combination, almost any continuous density can be approximated to

arbitrary accuracy [40].

The HMMs are basically statistical models that describe sequences of

events and it is a wide-used technique in speech and emotion recognition. In

classification tasks, a model is estimated for every signal class. Usually in

emotion recognition one class refers to a specific emotion. Thus, it would

take into account as many models as signal classes to be recognized. During

classification, the probability for each signal given the model is calculated.

The classifier output is based on the model with the maximum probability

14

si
nc

(i
) 

R
es

ea
rc

h 
C

en
te

r 
fo

r 
Si

gn
al

s,
 S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
fi

ch
.u

nl
.e

du
.a

r/
si

nc
)

E
. M

. A
lb

or
no

z,
 D

. H
. M

ilo
ne

 &
 H

. L
. R

uf
in

er
; "

Sp
ok

en
 E

m
ot

io
n 

R
ec

og
ni

tio
n 

us
in

g 
H

ie
ra

rc
hi

ca
l C

la
ss

if
ie

rs
"

C
om

pu
te

r 
Sp

ee
ch

 a
nd

 L
an

gu
ag

e,
 2

01
0.



of generating the unknown signal [41]. Here, the problem is presented as

Ê = arg max
ℓ

P (Eℓ|A), (4)

where A is the sequence of acoustic features taken from speech signal and Eℓ

represent the models of the emotion ℓ.

In order to apply HMM and MLP, the Hidden Markov Toolkit [36] and

Stuttgart Neural Network Simulator [42] were used, respectively.

In a design phase, based on previous studies [17], the GMM and a two-

state HMM were chosen. Tests increasing the number of Gaussian compo-

nents in the mixtures were performed to find the optimal structure. In order

to optimize the MLP performance, different numbers of inputs and neurons

in the hidden layer were tested.

The estimation of recognition rate can be biased if only one training and

one test partition is used. To avoid these estimation biases, a cross-validation

with the leave-k-out method was performed [43]. After the design phase, ten

data partitions were generated for the test phase.

In MLP experiments, 60% of data was randomly selected for training,

20% was used for the generalization test and the remaining 20% was left for

validation3. The MLP training was stopped when the network reached the

generalization peak with test data [39]. In HMM cases, the 20% used for

tests was added to the standard train set.

3In MLP experiments each partition has 196 utterances for training, 63 utterances for

generalization and 63 utterances for validation.
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3.2. Hierarchical classifier

In this section, a new multiple feature and hierarchical classification

method based on the acoustic analysis described above is presented. The

main motivation for the development of a hierarchical classifier is taking

advantage of spectral emotion similarities to improve the emotion recogni-

tion rate. We also used the fact that better results can be achieved when

the number of emotions decrease for the same standard classifier. Further-

more, the main differences between specific emotions are more evident with

a particular feature vector and the best classification is obtained through a

specialized classifier and structure. As it can be seen in Fig. 4, two hierar-

chical classifiers are proposed in two stages. Each stage is formed by one or

two blocks, marked with dotted red lines, that contain a feature extraction

section and a classification section. The classifier in Figure 4(a) has a Stage

I where the emotion utterance would be classified as belonging to one of the

3 emotional groups (BNS, JAF or Disgust), then it would be classified again

in its corresponding block group (if it is not Disgust) and finally the emotion

label is obtained. The second model (Fig. 4(b)) has a Stage I to classify the

emotion utterance into one of the 2 emotional groups (BNS or JAFD) and a

Stage II where the emotion label is obtained after the classification into the

corresponding block was done.

4. Experiments and Results

In this section we describe the details of the experiments performed in this

work. We first discuss how we have chosen the structures of our hierarchical

models in a design phase. Then we validate these models on a test phase.
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To define the hierarchical model structure in each block, several configu-

rations of MLP and HMM with different parameter vectors were evaluated.

An extra data partition was extracted to evaluate every feasible block of

the hierarchical model structure in the design phase. As the other parti-

tions, each emotional category has 46 utterances. Finally, definitive model

stages were chosen and assembled with classifiers that achieved best results

in isolated block tests, with the design partition.

In every MLP block test, 15 feature vectors (FV) were tested in 3 different

hidden layer configurations (90, 120 and 150 perceptrons). Table 2 shows the

number of characteristics for each vector and the kinds of features it includes.

The MFCC and Log-Spectrum coefficients were computed in frames, and

then their means were calculated over all frames. For example, the feature

vector FV14 includes 12 mean MFCC, the F0 mean and the Energy mean.

On the other hand, a 36 coefficient frame vector was used for HMM tests (12

MFCCs plus delta and acceleration), as in [17].

A comparative analysis between GMM and HMM for recognition of seven

emotions was presented in [17]. The best results for 7 emotions were achieved

using a two state HMM with mixtures of 30 Gaussians, using a MFCC

parametrization with delta and acceleration coefficients, whereas the best re-

sult with GMM for 7 emotions was with mixtures of 32 Gaussians. Here, the

same systems with ten balanced partitions were tested with cross-validation

in order to obtain baseline results. The classification rate was 63.49% with

GMM and 68.57% with HMM. In our study, the best performance from a

MLP with a number of output nodes equal to seven emotions was 66.83%

with cross-validation. This network, considered here as a baseline, was com-
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Table 2: Feature vectors used in MLP tests.

Parameters

F
V

12

F
V

14

F
V

16

F
V

18

F
V

20

F
V

30

F
V

32

F
V

34

F
V

36

F
V

38

F
V

42

F
V

44

F
V

46

F
V

48

F
V

50

12 Mean MFCC • • • • • • • • • •

30 Mean Log-Spectrum • • • • • • • • • •

µ(F0), µ(E) • • • • • • • • • • • •

σ(F0), σ(E) • • • • • •

Min(F0), Max(F0) • • • • • •

Min(E), Max(E) • • • • • •

posed of 90 hidden neurons using FV46 as input.

4.1. Design Phase

The evaluation of every block with several configurations in an isolated

way is proposed here. As already mentioned, one particular data partition

(design partition) was extracted in order to define the structure of the hi-

erarchical multiple feature system. In Figure 4, it is possible to identify 5

different blocks to be tested (two in Stage I and three in the Stage II). Full

experiments with MLP and HMM for every block were done. For Stage I in

the hierarchical classifier, six different options were evaluated: (a) to re-group

HMM baseline outputs into 3 emotional groups (HMM7g3); (b) to model each

of the 3 emotional groups with one HMM (HMM3); (c) to use a MLP with 3

output neurons (MLP3); (d) to re-group HMM baseline outputs into 2 emo-

tional groups (HMM7g2); (e) to model each of the 2 emotional groups with

one HMM (HMM2); and (f) to use a MLP with 2 output neurons (MLP2).
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Options (a) and (d) were computed using configurations for seven emotions

that achieved best results in [17]. Using these best configurations for HMM

from previous work, the number of Gaussian components in the mixture were

altered in order to find the best model for (b) and (e). The best models have

30 Gaussians for 3 emotional groups and 8 Gaussians for 2 emotional groups.

Tables 3 and 4 show the MLP results for each feature vector with train and

validation data, for 3 and 2 emotional groups respectively. The Best Net col-

umn shows the settings that worked better and these are presented with the

number of neurons in the input, hidden and output layers (as Input + Hidden

+ Output). The best results obtained for Stage I are summarized in Tables

5 and 6. Table 5 shows that MLP achieved the best result for 3 emotional

groups but it is the worst classifying Disgust. This could be because MLP is

not a good classifier when the classes are noticeably unbalanced, as in Stage

I for 3 emotional groups. Furthermore, the MLP reached a performance of

100% for the 2 almost balanced groups (Table 6).

For each feasible block in Stages II of both proposed models, HMM and

MLP tests were done using design partition to evaluate the blocks in an iso-

lated form. In HMM case, tests altering the number of Gaussian components

in the mixture, increasing by two every time, were performed. The best re-

sults for HMM were 74.07% for JAF test with 26 Gaussians in the mixtures,

77.78% for JAFD test with 20 Gaussians in the mixtures, while only 4 Gaus-

sians achieved 77.78% for the BNS case. MLP experiments using every FV

and three different network structures were done. The best results for the

isolated blocks of Stage II are shown in Table 7.

The results presented show that it is very important to deal with par-
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Table 3: Performance of MLP for 3 emotional groups (design part.). Classi-

fication rate in [%].

Input Best Net Train Validation

FV12 12+90+3 98.98 85.71

FV14 14+90+3 95.92 87.30

FV16 16+90+3 97.96 87.30

FV18 18+150+3 98.47 79.37

FV20 20+90+3 100.00 77.78

FV30 30+90+3 100.00 87.30

FV32 32+90+3 99.49 85.71

FV34 34+120+3 98.98 88.89

FV36 36+90+3 99.49 84.13

FV38 38+120+3 100.00 82.54

FV42 42+120+3 92.86 87.30

FV44 44+150+3 96.94 84.13

FV46 46+150+3 94.39 85.71

FV48 48+90+3 100.00 80.95

FV50 50+150+3 100.00 82.54

ticular problems using specific FV in order to achieve a better performance.

A similar analysis could justify the choice of classifiers and their structure

in each block. The best configurations for every block are used in the next

section in order to validate the method.

20

si
nc

(i
) 

R
es

ea
rc

h 
C

en
te

r 
fo

r 
Si

gn
al

s,
 S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
fi

ch
.u

nl
.e

du
.a

r/
si

nc
)

E
. M

. A
lb

or
no

z,
 D

. H
. M

ilo
ne

 &
 H

. L
. R

uf
in

er
; "

Sp
ok

en
 E

m
ot

io
n 

R
ec

og
ni

tio
n 

us
in

g 
H

ie
ra

rc
hi

ca
l C

la
ss

if
ie

rs
"

C
om

pu
te

r 
Sp

ee
ch

 a
nd

 L
an

gu
ag

e,
 2

01
0.



Table 4: Performance of MLP for 2 emotional groups (design part.). Classi-

fication rate in [%].

Input Best Net Train Validation

FV12 12+90+2 98.47 98.41

FV14 14+90+2 92.35 98.41

FV16 16+90+2 93.88 98.41

FV18 18+90+2 95.41 92.06

FV20 20+90+2 93.37 92.06

FV30 30+150+2 100.00 95.24

FV32 32+90+2 100.00 95.24

FV34 34+90+2 97.45 95.24

FV36 36+120+2 93.37 90.48

FV38 38+90+2 98.98 93.65

FV42 42+120+2 100.00 98.41

FV44 44+90+2 100.00 96.83

FV46 46+90+2 98.98 100.00

FV48 48+120+2 96.43 98.41

FV50 50+150+2 100.00 96.83

4.2. Test Phase

Ten partitions were generated in order to validate the hierarchical multi-

ple feature system. These partitions were extracted from the whole corpus

at random as it was done to produce the design partition.4 Block structures

4Here, the design partition is not used.
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Table 5: Performance of classification models for 3 emotional groups in Stage

I (design part.). Classification rate in [%].

HMM7g3 HMM3 MLP3

JAF 88.89 77.78 88.89

BNS 85.19 92.59 100.00

D 66.67 88.89 55.56

average 84.13 85.71 88.89

Table 6: Performance of classification models for 2 emotional groups in Stage

I (design part.). Classification rate in [%].

HMM7g2 HMM2 MLP2

JAFD 94.44 88.89 100.00

BNS 85.19 96.30 100.00

average 90.48 92.06 100.00

and input features were selected from those configurations that achieved the

best results in the design phase.

The best results obtained for three and two groups of emotions in Stage

I are summarized in Table 8.

The overall classifier performance using 3 emotional groups in Stage I is

presented in the “Best” column of the Table 9. In the second column, Disgust

scores are displayed as result of Stage I for each model. Patterns classified as

JAF in Stage I are evaluated with both models in Stage II in order to identify

the specific emotion. The recognition averages for these three emotions are

shown in the third and fourth columns of the table, for each classifier in
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Table 7: Best performances for isolated Stage II classification (design part.).

Classification rate in [%].

Emotional group Stage II model Performance

JAF
MLP (46+90+3) 85.19

HMM (26 Gauss.) 74.07

JAFD
MLP (12+90+4) 66.67

HMM (20 Gauss.) 77.78

BNS
MLP (44+150+3) 81.48

HMM (4 Gauss.) 77.78

Table 8: Best performances for isolated Stage I classification. Classification

rate in [%].

Stage I Model Performance

3 emotional groups

HMM7g3 (30 Gaussians) 89.84

HMM3 (30 Gaussians) 86.82

MLP (34 + 120 + 3) 82.06

2 emotional groups

HMM7g2 (30 Gaussians) 92.86

HMM2 (8 Gaussians) 90.16

MLP (46 + 90 + 2) 93.02

the second stage. The same information can be seen for BNS in the fifth

and sixth columns. The Best column shows the performance computed by

a combination of best models for JAF and BNS groups. The classification

rate is calculated as proportional to the test patterns in each emotion group

( R = (RD + 3RJAF + 3RBNS)/7 ). As it was previously mentioned, the
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Table 9: Final performances of hierarchical model for 3 emotional groups in

Stage I. Classification rate in [%].

Stage I Stage II

Model Disgust JAF BNS Best

HMM MLP HMM MLP

HMM7g3 80.00 63.70 71.48 69.26 62.96 71.75

HMM3 68.89 59.63 67.78 71.48 62.22 69.52

MLP 57.78 56.30 64.07 68.89 62.22 65.24

number of test patterns is balanced. As can be observed in this table, MLPs

are always better than HMMs for JAF block whereas HMMs obtained a

better performance for BNS block. This could be related with the fact that

MLP only performs a static classification, while HMMs take advantage of

additional temporal information in order to produce better discrimination

within BNS emotional group.

Therefore, considering 3 emotional groups in Stage I, the best multiple

feature hierarchical model is formed by HMM re-grouped (HMM7g3) with 30

Gaussians in mixtures in Stage I; MLP with FV46 and 90 hidden neurons

for the JAF block and HMM with 4 Gaussians in mixtures for the BNS block

(Fig. 5).

Table 10 shows the performance for JAFD and BNS blocks with both

models, for each model in Stage I. The performance for the best combina-

tion considering each model for 2 emotional groups in Stage I is: 66.99%

for HMMs re-grouped (HMM7g2), 64.44% for 2 HMMs (HMM2) and 66.03%
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Table 10: Final performance of hierarchical model for 2 emotional groups in

Stage I. Classification rate in [%].

Stage I Stage II

Model JAFD BNS Best

HMM MLP HMM MLP

HMM7g2 65.28 58.61 69.26 62.96 66.99

HMM2 57.78 55.56 73.33 64.82 64.44

MLP 63.33 60.00 69.63 63.33 66.03

for MLP. Considering 2 emotional groups in Stage I, the best multiple fea-

ture hierarchical model is formed by a HMM re-grouped (HMM7g2) with 30

Gaussians in mixtures in the Stage I; a HMM with 20 Gaussians in mix-

tures for the JAFD block and a HMM with 4 Gaussians in mixtures for the

BNS block. In this model, the HMMs obtained a better performance for

BNS block again, whereas the HMMs are better than MLP for the JAFD

block. For this schema, there was no configuration that improves the baseline

performance.

Table 11 contains a comparison between standard one-level classifiers and

the best multi-feature hierarchical classifiers proposed here. Results show

that hierarchical method improves the performance in 3.18% over the best

standard classifier, with ten-fold cross-validation. Further analysis of these

results can be obtained by confusion matrices. The confusion matrices give

a good representation of results per each class allowing to make a detailed

analysis of performance and to find the main classification errors. The confu-

sion matrices (adding all partitions) of the standard HMM model (68.57 %)
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Table 11: Overall performance of standard classifiers vs. hierarchical model.

Classification rate in [%].

Model Performance

GMM 63.49

MLP 66.83

HMM 68.57

Hierarchical 2 66.99

Hierarchical 3 71.75

and the Hierarchical 3 model that achieved the best performance (71.75 %)

are shown in Tables 12 and 13, respectively. The rows symbolize the actual

class labels and the columns have the predicted labels of emotions, therefore,

the main diagonal shows the emotions correctly recognized. It can be ob-

served in Table 12 that the most important confusions are within the JAF

and BNS emotional groups, as expected. In this table can be observed the

major confusions in the underlined numbers: between Boredom and Neutral

there are 48 errors (27 + 21); there are 20 confusions between Joy and Fear

and there are 30 errors between Joy and Anger. As the hierarchical model

deals individually with each emotional group, it is able to identify better the

emotions within each group. In Table 13, the confusions within emotional

groups are shaded and it is possible to discern a lesser confusion in each of

them, although as can be seen these remain difficult to discriminate. Obvi-

ously the confusions are not fully resolved, however, the proposed approach

has reduced confusion within each emotional group.

Classifying groups of emotions using acoustical similarities allows to pro-
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Table 12: Confusion matrix of standard one-level HMM.

Emotion Joy Anger Fear Disgust Boredom Neutral Sadness

Joy 60 16 9 5

Anger 14 71 2 1 2

Fear 11 5 58 3 5 8

Disgust 1 3 6 72 5 3

Boredom 2 6 55 21 6

Neutral 2 4 5 27 51 1

Sadness 1 2 11 11 65

Table 13: Confusion matrix of the Hierarchical 3 classifier using 3 emotional

groups in Stage I.

Emotion Joy Anger Fear Disgust Boredom Neutral Sadness

Joy 63 14 8 5

Anger 17 65 5 1 2

Fear 6 3 65 3 5 8

Disgust 1 3 6 72 5 3

Boredom 2 6 53 17 12

Neutral 2 4 5 15 64

Sadness 1 2 10 7 70
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cess the problem more efficiently. The configurations that improve the per-

formance of one-level classifiers considered a schema with 3 emotional groups

in Stage I. It can be observed in Table 9 that MLP achieved the worst result

in Stage I mainly classifying Disgust. This could be because MLP is not a

good classifier when the classes are unbalanced, as we mentioned. Contrar-

ily, both HMM configurations obtained good results in Stage I. For the JAF

block it is important to use all features to generate a space separable with

a linear classifier. Modelling the temporal dynamics of MFCC with HMM

is very useful in the case of BNS. It uses the most distinctive features, few

Gaussians in the mixtures, and obtains the best results.

Results indicate that every group of emotions should be dealt with a spe-

cific model in order to improve the recognizer performance. For example,

HMM are better in discriminating between B, N and S whereas that MLP

is better classifying among J, A and F. In the same way, it was shown that

some features are better to distinguish specific emotions. As already dis-

cussed for Stage I, MFCCs plus delta and acceleration coefficients perform

better in discriminating 3 emotional groups while FV46 performs better in

distinguishing 2 emotional groups.

5. Conclusions and future work

In this paper a characterization of emotions and analysis of their similar-

ities based on the acoustical features were presented. Through the SOM un-

supervised clustering and spectral analysis, new classes for emotion grouping

have been proposed. Then, a new hierarchical method for emotion classifica-

tion supported by such acoustic analysis was proposed. Two schemas based
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on blocks of acoustical groups were presented. Experiments with several fea-

ture vectors and internal structure for MLP were performed for each block.

Also, tests increasing the number of Gaussians in mixtures for HMM were

done.

Results show that the spectral information combined with prosody allow

emotion grouping and it could guide the development of hierarchical clas-

sifiers. These models improve the recognition rates of standard one-stage

classifiers. Furthermore, it was shown that prosody combined with spectral

features improves the results in the emotion recognition task.

In future works the hierarchical classifier will be tested with noisy signals.

Furthermore, these results will be compared with another model which take

into account gender variability in an explicit manner. Similar analyses on

other languages are also planned.
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Figure 4: General structure of the two hierarchical classifier for 7 emotions.

(a) Classifier for 3 emotional groups in Stage I. (b) Classifier for 2 emotional

groups in Stage I.
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Figure 5: Structure of the best hierarchical classifier for 3 emotional groups

in Stage I.
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