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Simulation of photovoltaic centrals with dynamic shading
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a b s t r a c t

The increase in the power of photovoltaic systems involves a significant grow in the number of modules
that make them up. The known problems caused by the shading are not usually taken into account in the
design of a photovoltaic central away from urban environments. The aims of this study are to obtain a
model for simulation of photovoltaic plants, representing the array under different conditions of dynamic
shading, and to investigate its effects on configurations of modules array and converters. Performance
measures are also discussed in order to find those most suitable for plants comparison in this context.
Analyzing the efficiency of the maximum power point tracker and the inverter under different conditions
of dynamic shading, using one or more inverters, a better performance is generally achieved by reducing
the number of modules in series and by increasing the number of those in parallel. But the parallel con-
nections are only suitable in certain conditions and the optimal number of parallels cannot be established
trivially. The results show that the operating conditions determine the most efficient connection scheme
with partial shading by using central inverter. Without using an optimization algorithm, we achieve
results with central inverters not far from using microinverters. These results indicate that using the
proposed simulator and an optimization algorithm, it can be optimize the complete system energy and
take advantage of lower costs of central inverters for large photovoltaic plants.

� 2012 Elsevier Ltd. All rights reserved.
1. Introduction

There is a ever increasing demand for energy. The conventional
sources are nonrenewable and polluting, so it is necessary to do re-
search and development in the area of alternatives energies.

One of the most promising alternative solutions is the photovol-
taic energy. The rapid development of technology on photovoltaic
materials and devices and their increasing demand have led to a
reduction in the cost of modules. However, the capital cost of the
entire system is still high and module efficiency is not sufficient.
ll rights reserved.

r for Signals, Systems and
ing and Water Sciences UNL-
ina. Tel.: +54 (342) 4575233;

.edu.ar, csanchezreinoso@
For this reason, it is necessary to extract the maximum power from
modules and achieve an overall system performance as high as
possible. In order that this be really useful at large scale what
should be taken into account is not only the characteristics of a
generic photovoltaic (PV) system but also the problems associated
with scaling-up to medium and large scale power plants away
from urban environments.

A photovoltaic array under uniform radiation presents a cur-
rent–voltage characteristic with a single point, called maximum
power point (MPP) [1]. The output power from a photovoltaic array
decreases significantly when the current–voltage curves of solar
modules are not identical due to shading. Shading panels greatly
reduce system performance and output power presents several
maxima [2], while tracking algorithms of the Maximum Power
Point (MPPT) are usually based on the assumption that the power
curve generated has a single peak [3,4,1,5]. In recent years, the
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Fig. 1. Model for simulation.
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impact of shading on the energy performance of photovoltaic sys-
tems has been discussed [6–8]. Before attempting to eliminate or
reduce the effects of mismatch, a deep understanding of their ori-
gin and behavior is necessary. Since field tests are long term, costly,
and highly dependent on climatic conditions, it is necessary to de-
fine a simulation-based model that allows proper inclusion of the
shading effects.

Several publications report simulations of PV systems [9,10]
but do not consider the effects of shading, while other studies
take this effect into account but at the level of a single individual
module [11–13]. Other reports propose combinations of photo-
voltaic modules to minimize the effects of mismatch [14], but
they do not take into account the effect of bypass diodes and vari-
ations of the parameters in the equivalent circuit, which are
important in practical photovoltaic applications. Another study
[15] simulates the response of a panel array to static type clouds,
based on the equations at the level of the cells that constitutes
each module, which produces considerable computational cost.
There are few recent papers in journals of the energy area that
use LiDAR technology to consider the shading but in urban envi-
ronments, and due mainly to the projection of shadows of build-
ings [16–18]. In addition, LiDAR technology also requires a very
high computational cost for data processing and computer graph-
ics calculations [19]. In [16] it is estimated solar radiation and in
[17,18] the potential of generation for rooftops in an urban area.
These works, do not allow in depth study of the connection
schemes or in the efficiency of the different stages of the PV sys-
tems. Other researchers study the optimal sizing of the system in
terms of the relationship between the peak power installed in the
array and the nominal of the inverter [20,21] without considering
the shading. Nevertheless, even though shading is considered, this
is not clear yet, especially in relation to the modularity optimum
of the system configuration.

A neglected aspect in power plants is the choice of a connec-
tion scheme to make better use of the energy input in presence
of shading. The present work proposes a new simulation model
with a reasonable computational cost for photovoltaic plants that
consist of a great number of modules. This model allows us to
investigate the behavior of the system not only in the presence
of static shadowing but also in the presence of variable in time
shadowing. The model considers the effect of the cloud on each
individual panel. The work also discusses performance measures,
suggesting the most appropriate one, for this study and analyzes
of the system performance for different schemes of arrays and
different numbers of inverters. It also studies the performance
of each stage within the system.

A detailed description of each of the stages that constitute the
model is given below. The different models will be dealt with indi-
vidually first and then at the level of a photovoltaic power plant.
Then, in Section 3 often employed figures of merit or performance
will be discussed in order to propose an appropriate measure for
our study. Section 4 presents the results and discussion for models
of components and for the complete system, as well as those cor-
responding to the performance of different configurations. Finally,
conclusions are presented.lie
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Fig. 2. Equivalent circuit.

A
pp
2. Model

The aim of this section is to present a model of simulation to
estimate the output power from a photovoltaic array, with a good
compromise between simplicity, accuracy and low computational
cost. The proposed simulation model is shown in Fig. 1. It presents
the blocks corresponding to the influence of the cloud, the array of
photovoltaic panels, and the power conversion stage which
decomposes into a DC and an AC stage.
2.1. Single component model

2.1.1. Classical model of the photovoltaic model
The photovoltaic generator consists of a set of panels or mod-

ules, which are in turn composed of cells. A photovoltaic cell can
be characterized by an equivalent electrical circuit obtained from
studies of solid state physics [22]. The I-V characteristic of a mod-
ule depends on the amount and method of connecting their cells,
but applies the same model obtained for the case of the cell
(Fig. 2). The curve I–V and P–V of a module could be derived from
the mathematical model, given by

I ¼ IL � ID �
V þ IRs

Rsh
ð1Þ

ID ¼ I01 e
VþIRs
m1Vt � 1

� �
� I02 e

VþIRs
m2Vt � 1

� �
ð2Þ

where I is the electric current supplied by the solar module, IL is the
photogenerated current, I01 and I02 are the currents of the diffusion
phenomena in the neutral area and recombination in the charge
area respectively; Vt is the thermal voltage (Vt = kT/e where k the
Boltzmann constant, T the temperature in degrees Kelvin and e
the electron charge), m1 and m2 are factors associated with diffusion
and recombination phenomena [22]; Rs expresses voltage drops
associated with the movement of carriers from a place which

http://dx.doi.org/10.1016/j.apenergy.2012.09.040
http://dx.doi.org/10.1016/j.apenergy.2012.09.040
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generate up contacts; Rsh is associated roads current flow between
the terminals without crossing the p–n junction.

This model has seven parameters to be determined for each
operating condition, by solving systems of nonlinear implicit equa-
tions. If we consider that these conditions vary with time and that
a central consists of thousands of modules, the resolution of the
system significantly increases the computational cost [23–25].

In most studies, not all parameters are calculated when radia-
tion and temperature are changed, but are determined for a refer-
ence operating condition [26,10,27]. So, if these and other
parameters that interact and characterize a module do not change
for each operating condition cannot be functioning correctly esti-
mate [23]. It is important to note that all circuit parameters depend
on both cell radiation and temperature, and that the relationship
between them is nonlinear and in fact cannot be easily expressed
by an analytical equation.

2.1.2. Neural model of the photovoltaic module
Therefore, according to what is expressed in the previous sec-

tion, the effects of the change in time of the internal parameters
should be included. For this purpose, the present study includes
the dependence of all the module parameters with temperature
and radiation using artificial neural networks (ANNs). The advan-
tage of the neural network is that it does not require knowledge
of the internal parameters of the system and consumes less com-
putation time, which would be of interest in real-time applications.

It is proposed to model each panel using a neural network.
Experiments were conducted with different types and architec-
tures of networks [28], leaving us with a multilayer perceptron
with a structure 2–9–40. The input layer consists of two neurons
whose linear entries are radiation and cell temperature. The hid-
den layer consists of nine neurons with sigmoid transfer function.
The output layer has 40 nodes with linear activation functions
(Fig. 3).

The model of the hidden neurons can be expressed as

hj ¼ g
XI

i¼1

wjixi þ bj

 !
j ¼ 1; . . . ; J ð3Þ
Fig. 3. Neural model of the photovoltaic module.
where hj is the output of hidden neuron j, bj is the bias of the neuron
j and g(�) = 1/1 + e�(�) is the sigmoid function. The network output is
a current and voltage vector of 20 components each, where each
pair of components (vk,ik) corresponds to a different load. These vec-
tors can therefore obtain I–V and P–V curves of a real module.

The expression of the output of the network is

zk ¼ f
XJ

j¼1

wkjhj þ bk

 !
k ¼ 1; . . . ;K ð4Þ

where f(�) is the linear function.
A commercial PV module was used for characterization, and

was tested under different conditions of radiation and temperature
at the Institute of Technological Development for the Chemical
Industry (INTEC) in order to obtain the voltage and current data
to use in training the neural network. The electrical parameters
of the photovoltaic module are VMPP = 17.4V, IMPP = 3.45A,
VOC = 21.7V, ISC = 3.76 A, PMPP = 60W. The procedures, conditions
of measurement and solar simulator [29] used complied with
IEC-904 International Standard. It is used radiation of 400, 500,
600 and 750 W/m2 and temperature of cell in increments of 5 �C,
from 25 �C to 65 �C.

A data partition was performed, considering 60% for training,
20% for the generalization test and 20% for validation. The method
of error backpropagation training was employed with minimum
mean square error [28]. Weight matrices wji and wkj were adjusted
in batch mode. Training was stopped when the network reached
the generalization peak with test data [28]. This procedure was
performed for various networks, selecting the ANN with the best
performance.

2.1.3. Converter
The output voltage of a typical PV system is usually less than

that required by its load. Therefore, a boost converter is used in
most systems. In order to broaden the simulation scope of the pho-
tovoltaic system proposed in this paper, a buck-boost converter
was employed [30,31]. As regards the DC–DC buck-boost model,
its output voltage can be higher or lower than the input voltage.

When the buck-boost converter operates at steady state, the net
change in inductor current over one period should be zero

VinDT
L
þ ð�V0Þð1� DÞðTÞ

L
¼ 0 ð5Þ

where T is the period; D ¼ tON
T ; 0 < D < 1 is the duty ratio; L is the

inductor value. Voltages Vin and V0 indicate the magnitudes of the
input and output voltage of the converter, respectively.

The converter output voltage can be obtained from (5) and ex-
pressed as

V0 ¼
D

1� D
Vin ð6Þ

The magnitude of the output voltage buck-boost converter can
be higher or lower than the voltage source, depending on the duty
ratio of switch. If D > 0.5, Vo is greater than Vin. If D < 0.5, V0 is less
than Vin. The operation of the DC–DC buck-boost converter used in
this work is in continuous conduction mode [31].

2.1.4. Maximum power point tracker
It is necessary to design a power converter that is not only

highly efficient but also able to thoroughly exploit the energy pro-
duction of the modules. Since the energy produced by a photovol-
taic module is dependent on the solar radiation and temperature of
photovoltaic panel, the power output of the photovoltaic module
also varies because it depends on its point of operation and due
to the inherent lack of linearity of I–V relationship. Therefore, it
is needed a tracking algorithm of maximum power point, so that

http://dx.doi.org/10.1016/j.apenergy.2012.09.040
http://dx.doi.org/10.1016/j.apenergy.2012.09.040
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system can use all the power delivered by the photovoltaic mod-
ules under different weather conditions.

The maximum power point is defined as the optimal operating
point of the panels, that is, where the voltage and current are such
that the generated power is maximum, and the operating point de-
pends on the impedance seen by the panel.

MPP can be obtained by numerically solving the following
equations:

P ¼ V IL � I0 �
VIRs

Rsh

� �
ð7Þ

dP
dV
¼ 0 ð8Þ

In general, in order to find the maximum power point (7) and
(8) are not resolved but, rather, a simpler, faster algorithm is used.
There are several MPPT techniques [32,5], the perturbation and
observation method is the most popular one because of its trade-
off between simplicity of its control structure, the number of mea-
sured parameters and traceability [33,9,34,3].

By continuously disrupting the power output of the solar mod-
ule, the perturbation and observation method allows finding the
location of the maximum power point. In this method, it is send
a pulse width modulated signal through a controller to the DC–
DC buck-boost converter so as to modulate the operation point
of the solar modules. The basic algorithm of the perturbation and
observation method consist of periodically vary the duty ratio of
the converter switching signal in order to adjust the voltage across
the solar module for impedance matching between generator and
load.

The magnitudes of voltage and output power before and after
variation of the duty ratio are observed and compared in order to
determine whether the duty ratio should be increased or decreased
for the next disturbance. Using the perturbation and observation
procedure iteratively, the output of the solar module can gradually
reach the operation point of maximum power.

2.1.5. Inverter
This section deals with the modeling of the inverter. Several

models of inverters can be found today. It has been shown [35] that
conversion efficiency is a function dependent on consumption and
load, and a model was proposed with an excellent compromise be-
tween accuracy and complexity, so in this paper uses the model.

Following this model and based on the physical effects involved,
represented by k0, k1 and k2, the inverter is modeled as

ginvðp0Þ ¼
p0

p0 þ Ploss
¼ p0

p0 þ k0 þ k1p0 þ k2p2
0

ð9Þ

where p0 = Pout/Pinv is the normalized output power with respect to
the nominal of the inverter. The load independent losses of the in-
verter, that is, independent of operating power (self-consumption
losses) are represented by parameter k0 and are mainly attributed
to losses in the output transformer, in control and regulation de-
vices, in meters and indicators, in safety devices operating continu-
ously, etc. As regards the losses that depend linearly on the
operating power (voltage drop ratio: diodes, switching devices,
etc.) and those that depend on the square of the operating power
(ohmic loss coefficient: wires, inductors, resistors, etc.), they are
represented by parameters k1 and k2, respectively.

The values of characteristic parameters k0, k1 and k2 are ob-
tained experimentally by the simultaneous measurement of the in-
verter powers of input and output, distributed across the entire
range of the load factor. To determine them in practice, expressions
that consider the operation under different percentages of the
nominal power are used. The values of the parameters k0, k1 and
k2 used in this study were obtained from a representative sample
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of high efficiency commercial inverters tested by the Solar Energy
Institute – Polytechnic University of Madrid [35].

2.2. Array model

This section refers to effects of the clouds and to the connection
scheme of the array. It deals with the representation and obtention
of the output characteristic curve. First, it is described the model-
ing of clouds.

The decrease in effective radiation received by each panel inde-
pendently is defined according to the degree of cloudiness. The
effective radiation is not the same for the whole generator; instead,
each module receives a specific radiation at a given time. This can
be expressed as

Geðx; y; tÞ ¼ Gðx; y; tÞnðx; y; tÞ ð10Þ

where Ge(�) is the effective radiation, G(�) is the total radiation func-
tion and n(�) is the cloud influence. Each module has a position
within the array given by its coordinates (x,y) and the energy re-
ceived is dependent on the radiation it receives at every time
instant.

Clouds are simulated with images moving in different direc-
tions on the field of panels. A simplified sequence of clouds used
in the simulation is shown in Fig. 4.

The levels of gray in the image are in the 0–255 range and are
normalized to range 0–1. The effective radiation received by each
module decreases proportionally with the level of gray of the cloud
pixel.

A video showing the dynamic of the cloud temporal evolution
during daylight hours is used. As the wind varies the direction of
the clouds movement, these effects are considered in the
simulation.

In relation to central simulations, it is necessary to find a way to
synthesize the circuital configurations interconnections. In this
sense, a special notation was designed for this purpose, which al-
lowed us to represent and compare the information obtained from
the simulations. The (�) symbols indicate that the group is of level
one; symbols [�] represent a level-two group, � inv# means that one
or more groups between braces are connected to inverter number
#, and the subscripts refer to the group number of the correspond-
ing level. For the configuration shown in Fig. 11a, the term
[(50s50p)1S(50s50p)2]1//[(50s50p)3S(50s50p)4]2 indicates four
groups of level one consisting of 50 strings in parallel with 50 mod-
ules in series for each string, and that there are two groups of level
two in parallel, which consist of level one groups connected in ser-
ies. The parallel connection of the level two groups is indicated by
// and their connection in series by S.

The model also considers other aspects concerning the behavior
of the array. As regards photovoltaic applications, the modules
incorporate bypass diodes in order to prevent reverse bias and
the consequent damaging effect on the modules that function as
load. The bypass diodes may affect the I–V curve of the photovol-
taic generator and create significant local maximum power when
a mismatch occurs [36,37]. Therefore, the distortion that the sha-
dow produces on the I–V curve can lead to an error in the determi-
nation of the maximum global power. Then, it is crucial to include
bypass diodes for the analysis of the I–V and P–V characteristics of
photovoltaic panels [15]. The model developed takes into account
both the bypass diodes and the blocking diodes due to their impor-
tance in the array characteristic.

First, the models detailed in Section 2 are used. From the output
generated by these modules with their diodes, the response of the
full array is simulated. In the case of modules connected in series,
the output is obtained considering that the output current for all
modules is the same and that the different output voltages can
be added. However, this is an ideal case in which all modules

http://dx.doi.org/10.1016/j.apenergy.2012.09.040
http://dx.doi.org/10.1016/j.apenergy.2012.09.040


Fig. 4. Temporal sequence of cloud images (frames).
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receive exactly the same radiation and temperature conditions. In
this work, also it is taken into account the real situation of hetero-
geneity or shading, for which the output is obtained otherwise. The
resultant curve of a string is obtained from the points of the I–V
curve of each module in the string. For this, the points correspond-
ing to the currents are chosen in decreasing order until the end
with the point corresponding to zero current (Fig. 8). For the case
of a parallel connection, it is considered a common voltage and
the resultant current is obtained by the sum of the currents pro-
vided by each string.

The output power is given by the product component by com-
ponent between the vectors of voltage and current.

3. Performance measures

Some figures of merit widely used to describe the performance
of photovoltaic systems will be briefly addressed, highlighting
their advantages and disadvantages so to employ the most suitable
one for plants comparison.

3.1. Specific energy

There are several ways to define specific energy (SE) depending
on the context of the analysis. Therefore, this parameter can be gi-
ven in various units. For example, SE can be used to calculate the
return time of the energy used for production of photovoltaic mod-
ules, also known as Energy Payback Time (EPBT) [38,39]. It can be
expressed in kWhe/kWp, where kWhe represents the kilowatt–
hour electricity. The choice of units is convenient and intuitive
because it represents something physical; the necessary number
of hours of full sun (FSH) to recover the energy expended in its
production (EPBT). To convert that value in the years, it should
be divided by the annual irradiation, usually expressed in kWh/
m2/year and corrected for any different performance in relation
to the nominal one, either due to losses in the system or the oper-
ation temperature of the modules. For a correct comprehension
and comparison of grid connected PV systems of different sizes,
the SE is given by kWh/kWp. In the case of grid connected photo-
voltaic systems, this parameter can relate the energy generated in
a given interval of time with both the power generated and the
area of the photovoltaic generator. Systems with the same nominal
power have different values of specific energy. In sum, the SE aims
to allow the comparison of the energy production of photovoltaic
systems in different sizes and locations.

3.2. Productivity measures

As regards photovoltaic solar applications, it is common to use
the term Final Yield (YF) or productivity of the system [40], to ex-
press the SE at kWh/kWp. Understanding this concept is very
important to define the next figure of merit. The expression pro-
ductivity of the system at a particular time interval (t2 � t1), YF,
the relationship between energy delivered to the load and the gen-
erator nominal power.

YF ¼
R t2

t1
p0 dt

PPV
: ð11Þ
YF is expressed in kWh/kWp or just in hours. In a completely loss
free system whose generator always operates with its cells at a tem-
perature of 25 �C and at the maximum power point, the value of YF

expressed in kWh/kWp would coincide numerically with the value
of solar energy incident on the photovoltaic generator at the time
interval Dt ¼ t2 � t1;

R t2
t1

Ht;b dt in kWh/m2. A fundamental aspect
to understand (11) is related to the advantage of using the nominal
power of the PV array (PPV) instead of other parameters such as the
AC nominal power (Pinv), or even test conditions of the photovoltaic
generator other than standard conditions. That advantage lies when
compare systems with different DC–AC conversion efficiencies or
different ways of assembling photovoltaic generators, which result
in different operating temperatures of the cell.

The other parameter, known as reference productivity or Refer-
ence Yield, YR [40] is given by the solar radiation inciding on the
plane of the generator divided by the reference radiation
(1000 W/m2). The latter represents an equivalent number of hours
in the reference radiation and is numerically equal to the energy
available at the photovoltaic generator in kWh/m2.

YR ¼
R t2

t1
Ht;bdtR t2

t1
Ht;bdt

Href

ð12Þ

This productivity, along with the generator productivity, are
used to calculate the capture loss, LC [40], which is exclusive of
the photovoltaic generator losses

LC ¼ YR � YA ð13Þ

Capture losses are associated with several factors, such as oper-
ation of the cells outside the STC conditions, voltage drops in
wiring and protection diodes, dirt, partial shading, scattering
parameters, operation outside of the maximum power voltage,
spectrum and orientation. Many of these aspects mentioned can-
not be fully represented in terms of simulations. So, with the help
of experimental data it is possible to observe the magnitude of the
losses involved in such systems, for the subsequent improvement
of the predictions made during the design stage.

Finally, it is important to make clear that the Yield has a strong
dependence on the incident solar energy.
3.3. Performance ratio

The system global performance (PR) is widely used in applica-
tions with PV systems. PR considers all losses involved in a photo-
voltaic system and is defined according to [41]

PR ¼ YF

YR
¼

R
Pacdt

gSTC

R
Gdt

ð14Þ

YF can be interpreted as the time of operation with nominal power
of the PV array, so as to produce the same amount of energy deliv-
ered to the load. Similarly, the denominator of (14), also known as
Reference Yield (YR), is interpreted as the number of hours at an
irradiance of 1000 W/m2.

PR is used to compare different systems because it depends nei-
ther on the size of the system nor of incident solar radiation.

http://dx.doi.org/10.1016/j.apenergy.2012.09.040
http://dx.doi.org/10.1016/j.apenergy.2012.09.040
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3.4. Proposed performance measure

In the analysis of the different configurations, it is used a mod-
ified version PR index as performance measure, to cover heteroge-
neous cloudiness scenarios that vary over time.

PRds ¼
R

Pacdt
gSTC

R R
GdAdt

ð15Þ

where Pac is the AC power, G is radiation, A is the area and gSTC is the
module performance under standard measurement conditions. PRds

can be understood as the ratio between the AC energy generated
and the energy that would be delivered by an ideal system, that
is, without losses and with the modules under standard conditions.
Note that it is taken into account that the energy calculated in the
denominator of (15) not only varies over time but is also spatially
integrated because each panel receives a portion of energy that does
not necessarily equal that received by the other individual modules.

To analyze the behavior of those configurations presenting a
greater change in their performance after the addition of inverters,
it is consider the evolution over time of PRds, and the efficiencies of
a maximum power point tracker and inverter. This was done both
for the entire configuration and for the case of decomposition in
groups. The efficiency of the maximum power point tracker is cal-
culated as the energy from the output of the DC–DC stage with re-
spect to the maximum energy which would be obtained by the
ideal tracking of the peak power,

gMPPT ¼
R

PMPPTdtR
PMdt

; ð16Þ

where PM is the maximum power of the array and PMPPT is the max-
imum power of the MPPT output.

4. Results and discussion

The individual components of the simulation model are vali-
dated, and the results obtained from the complete model of the
plant under dynamic conditions are discussed. The simulation
methodology used for dynamic shading starts taking climatic data
and the first frame of Fig. 4 (which represents the cloud), and cal-
culates the particular conditions to which is subjected each module
that makes up the photovoltaic array. Then, it is obtained the full
array output. Next, the feedback algorithm of maximum power
point tracking is responsible for the control of the DC–DC converter
in order to match the impedance of the module and its load. Then,
it is possible to calculate the inverter AC output according to DC
power. During the whole process, the voltages, currents and pow-
ers are saved. Subsequently, the process is repeated for each set of
climatic data for the following samples and the corresponding dis-
placed frames. Finally, it is obtained the performance parameters
of the entire run.

4.1. Simulation results for individual components

The effects of radiation and temperature on the output of the
solar module were simulated. The I–V and P–V characteristics of
the solar module for radiation levels of 500, 750, 900 and
1000 W/m2 and a cell temperature of 25 �C are shown in Fig. 5. It
can be seen the changes of radiation mainly affect the output
current.

Fig. 6 shows the I–V and P–V characteristics when the temper-
ature was varied. The module was adjusted to operate with a radi-
ation level of 1000 W/m2. Operating temperatures were adjusted
at 0 �C, 25 �C, 50 �C, and 75 �C. It can be observed that the operating
temperature mainly affects the output voltage of photovoltaic
module. In general, it was observed a reduction of voltage for high
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radiation because of the resulting higher temperature of the
module.

The effect of lowering the level of radiation mainly affects the
current module and has only a slight effect on the voltage of the
module. The effect is greater on the current of the module because
it decreases linearly with the decrease of radiation while the volt-
age of the module only decreases logarithmically with decreasing
radiation.

Fig. 7 shows the curve of inverter efficiency according to p0. The
efficiency values are instantaneous and therefore, they depend on
both the climatic conditions and p0 at each instant. For low p0 val-
ues, the efficiency increases quickly until reaching the maximum.
From this point, the efficiency curve begins to decrease slightly.

http://dx.doi.org/10.1016/j.apenergy.2012.09.040
http://dx.doi.org/10.1016/j.apenergy.2012.09.040
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4.2. Array results

The behavior of the array under shadow is simulated in this
section.

Fig. 8 shows that the presence of diodes allow the unshaded
modules to conduct their maximum current for a given radiation
and temperature. In other words, if bypass diodes are not present,
the shaded modules will limit the output current of the unshaded
modules in the series. This not only leads to the thermal destruc-
tion of the modules but also causes a decrease in the output power
of the photovoltaic array.

Note that the diodes introduce multiple peaks in the character-
istic output curves when subjected to nonuniform radiation. There
is also a relation between the number of peaks and the amount of
incident radiation levels.

Since the diodes introduce nonlinearities, it is then interesting
to discuss different schemes of modules interconnection under
heterogeneous operating conditions. Fig. 9 shows the results of
such simulations. In particular, Fig. 9a shows the output curve with
the highest peak power, whereas Fig. 9d exhibits a multimodal
characteristic curve and even a lower overall maximum power. If
all the above results are analyzed, it can be observed that the
behavior of the output characteristic curve depends on both the
climatic parameters, which because of their nature affects the ar-
ray in a non-homogeneous way, and the way in which the modules
are interconnected. For the case of the simulated static type sha-
dow, the arrays with greater energy production are those with few-
er modules in series.
4.3. Results with central inverters

The radiation and temperature data used in the simulations
present a typical curve shape along the daylight (Fig. 10). The per-
formance of different configurations was analyzed according to dif-
ferent shading conditions and using different numbers of inverters.
4.3.1. Performance with a central inverter
These simulations considered different ways of connecting the

modules and the use of a single central inverter. Table 1 shows
the results of simulations for different connection scheme and for
clouds passing in the horizontal and vertical directions on the pan-
els field. The PRds obtained prove that the configuration with lower
performance is 2, which consists of two groups of level two in par-
allel, where each group at this level is an association in series of
two groups of level one, consisting of one hundred strings of 50
modules associated in parallel. The configuration with higher per-
formance is 4, with PRds = 0.77, but it presents a strong dependence
on the shading condition, that can decrease its PRds up to 0.56 for
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Fig. 8. Curves I–V (solid) and P–V (dashed) of the array under shading. The points
are the experimental data.
vertical shading. Another simulated configuration, 5, has a good
performance and as it can be seen, this performance is independent
of the shading condition, with a PRds of 0.66 and 0.68. This indicates
that, in general, many modules in series decrease the PR and that
the increase of modules in parallel helps to increase performance.
However, using too many modules in direct parallel takes a less ro-
bust configuration to changes in shading conditions. The shading in
the direction of the resultant series would produce greater imbal-
ance of the series with respect to the case of the cloud perpendic-
ular motion, due to the greater influence of the currents of each
group of parallels.

4.3.2. Performance with two inverters
In the case of using more than one inverter for the conversion of

plant energy, the greatest increase is obtained (with respect to con-
figurations that use an inverter) for configuration 70. There are also
cases in which performance decreases, the most evident of which
occurred when using configuration 50. Configuration 40 is the one
offering the highest performance. The schemes that obtain a great-
er increase in PR by using two inverters are those that allocate to
each inverter a number of modules in series lower than when using
a one inverter. Configuration 40 shows no significant improvement
with the passage of horizontal cloud with respect to the case of a
one inverter, which shows that this type of configuration with
many more modules in parallel has high immunity at the horizon-
tal shading.

4.3.3. Performance of each stage
Fig. 12 shows the evolution of the MPPT and the inverter perfor-

mances during daylight hours for cases with extreme behavior in
their performance.It can be observed that the lowest performance
values of both the MPPT and the inverter occur during the peak
shadowing hours (Fig. 4). Moreover, the decrease in the perfor-
mance of the tracker is much more pronounced than that of the in-
verter. This situation occurs in configuration 3 both with one and
with two inverters. However, by using two inverters, these slightly
improve their performance but the average efficiency of MPPT in-
creases more significantly, also increasing the PRds of the entire
configuration. This implies that the decomposition of the configu-
ration 3 in two groups, each one connected to its respective inver-
ter improves monitoring. In this case, the change performed is that
the series of modules of each group are shorter, which would lead
us to believe that a decrease in the number of modules in series
mainly helps the operation of the MPPT with the consequent
improvement in the overall PRds.

The PR of configuration 4 is the largest one in the cases ana-
lyzed. It can be observed that, in the same way as configuration
3, it presents a decrease in the MPPT and the inverter performances
when the cloud is passing. However, the difference is remarkable
in terms of improving the performance of both the inverter and
the tracker with respect to that configuration. Connection diagram
4 is characterized by having a considerably smaller number of
modules arranged in direct series, and is also tested for the case
of using one and two inverters. For this configuration, the improve-
ment of the global PRds using two inverters is not significant, but it
is worth noticing that the MPPT is less sensitive to shading, that is,
the tracker performance curves have a smoother behavior. In any
case, whether one or two inverters, configuration 4 gets the highest
PR of all the schemes tested.

According to results from Table 1, and analyzing the simulated
power settings it is worth noticing that the PRds of the system
increases with the decrease in the amount of panels connected in
series. A significant factor for the decrease in performance
mentioned above is that the algorithm employed and, in general,
the MPPT tracking algorithms are based on finding the maximum
power by first order methods [3,4,1,5]. It is well known that first

http://dx.doi.org/10.1016/j.apenergy.2012.09.040
http://dx.doi.org/10.1016/j.apenergy.2012.09.040
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Fig. 9. Configuration of array with (a) 20 parallel strings of 10 modules (10s20p); (b) 10 parallel strings of 20 modules (20s10p); (c) eight parallel strings of 25 modules
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order methods can lead to stagnation in local minima in multimodal
functions, and that shading causes a power curve with several
maxima [2]. But the important results obtained also evidence that
the connection scheme truly optimal is dependent on the shading
condition and it must be obtained through optimization.
4.4. Comparative results of microinverters vs central inverters

Simulations are performed using central inverters and microin-
verters. It is assumed that the microinverters have a maximum
power point following efficiency of 99% and the same inverter effi-
ciency curve that for the case of the central inverter (gmax = 0.9).
The purpose of this latter is to conduct a more appropriate compar-
ison. The simulation methodology employed is similar to that de-
scribed in the introduction of the Section 4. The simulated
configurations are detailed in Fig. 14. In these simulations it is
raised some shading scenarios and then the efficiencies are ana-
lyzed. The shading scenarios employed and the location of the
modules are showed in Fig. 13. Table 2 shows the performance of
the photovoltaic array (garray), the global performance by using a
central inverter (gc) and the global performance by using microin-
verters (gl).

The best efficiency of the maximum power point tracking under
shading is achieved with microinverters. However, it is known that
its cost is greater than the central inverter. Further, it must be eval-
uated the impact of effective number of cloudy days in the reduc-
tion of annual productivity. A detailed economic analysis of
converters including costs, life cycle, maintenance, etc. are outside
the scope of our work.

The highest performance under the shading vertical (scenario 1)
is obtained with the configuration 1. The configurations 1 and 3
have very similar performance for scenario 1 (0.97 and 0.95) but

http://dx.doi.org/10.1016/j.apenergy.2012.09.040
http://dx.doi.org/10.1016/j.apenergy.2012.09.040


Fig. 11. Configurations of the system (a) configuration 2 and 20; (b) configuration 4 and 40; (c) configuration 5 and 50 .
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differ significantly in the number of parallel connections. Such con-
nections have low performance at the shading horizontal (scenario
2). The configuration 2 has minor performance and more modules
in series that the configurations 1 and 3, but is more robust at the
changes in the shading conditions. The results show that the oper-
ating conditions determine the most efficient connection scheme
with partial shading by using central inverter. The parallel connec-
tions are only suitable in certain conditions and the optimal num-
ber of parallels cannot be established trivially.
Without using an optimization algorithm, we achieve results
not far from the most expensive option of using microinverters.
With one central inverter and under scenario 1, the configurations
1 and 3 show a performance of about 3% less than when using
microinverters. These results correspond to a small photovoltaic
system, while the automatic optimization of larger photovoltaic
plants require additional computational algorithms that allow to
determine the modularity and system configuration that are
optimal. These results provided evidence that using the proposed

http://dx.doi.org/10.1016/j.apenergy.2012.09.040
http://dx.doi.org/10.1016/j.apenergy.2012.09.040


Table 1
Configurations employing different number of inverters.

Scheme with one inverter PRhds PRvds

1 (100s100p)1 0.19 0.33
2 [(50s50p)1S (50s50p)2]1// [(50s50p)3S (50s50p)4]2 0.41 0.44
3 (50s100p)1S (50s100p)2 0.24 0.32
4 (100p)1S (100p)2. . ..S (100p)100 0.77 0.56
5 [(50p)1S. . .. (50p)100]1// [(50p)101S. . .. (50p)200]2 0.68 0.66
6 (100s50p)1//(100s50p)2 0.44 0.3
7 [(50s100p)1]1S [(100p)2 S. . .. (100p)51]2 0.56 0.48

Scheme with two inverters
20 {[(50s50p)1S (50s50p)2]1}inv1 {[(50s50p)3S (50s50p)4]2}inv2 0.39 0.40
30 {(50s100p)1}inv1 {(50s100p)2}inv2 0.27 0.34
40 {[(100p)1. . ..S (100p)50]}inv1 {[(100p)51. . ..S (100p)100]}inv2 0.78 0.52
50 {[(50p)1S. . .. (50p)100]1}inv1 {[(50p)101S. . .. (50p)200]2}inv2 0.63 0.59
60 {(100s50p)1}inv1 {(100s50p)2}inv2 0.42 0.29
70 {[(50s100p)1]1}inv1 {[(100p)2S. . .. (100p)51]2}inv2 0.64 0.56

(a) (b)

(d)(c)

(e) (f)

Fig. 12. Performance of the inverter and of the maximum power point tracker (a) configuration 3 with one inverter, (b) configuration 4 with one inverter, (c) group 1 of the
configuration 30 , (d) group 1 of the configuration 40 , (e) group 2 of the configuration 30 , (f) group 2 of the configuration 40 .
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simulator and using an optimization algorithm, which may even
incorporate expert information of the problem, can optimize the
overall system energy and take advantage of lower costs of central
inverters for large photovoltaic plants.

To help to determine the advisability of using microinverters or
central inverters in a particular case, some additional studies are
needed. There are some aspects neglectedly in the journals referred
to microinverters and their applications:

Global harmonic distortion. Study the true harmonic distortion of
the overall output of the array considering heterogeneity in the
harmonic content of the signals from many microinverters (in their
particular operating condition of each one).

http://dx.doi.org/10.1016/j.apenergy.2012.09.040
http://dx.doi.org/10.1016/j.apenergy.2012.09.040


Fig. 13. Locations of the modules and shading scenarios.

Fig. 14. Simulated configurations.

Table 2
Configurations with central inverter and microinverters.

Configs garray gc gl

esc1 esc2 esc1 esc2 esc1 esc2

1 0.97 0.49 0.84 0.44 0.87 0.89
2 0.78 0.83 0.69 0.73 0.89 0.88
3 0.95 0.48 0.82 0.42 0.87 0.89
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Energy and environmental factors. Life cycle analysis of centrals
made up entirely of microinverters and their scaling up.

Reliability. Using many microinverters decreases the probability
that a failure to stop the plant energy generation. However, using
microinverters (and thus its internal components) produces a very
large increase in the number of components that can fail. There-
fore, it is necessary to study how this fact affects the whole plant
reliability.

Control of active and reactive power. It is very important that
photovoltaic plants may control the injection of reactive power
to the grid. In the case of central inverters, there are studies that
show their good performance in this important task. However, it
is necessary to study and propose solutions to this issue when
using many microinverters.

Temperature. We found no studies that quantify the effect of
high ambient temperatures on the lifetime of the microinverters
(only the large central inverters incorporate temperature control).
It is also necessary to study how the location of microinverter and
its own heating added to the ambient temperature can affect the
cell temperature of the photovoltaic module, and therefore reduce
the output power.

A detailed economic and cost analysis of the complete system at
different scales. This point is fundamental and is strongly linked to
all the above.

Finally, it is important to note the missing scientific literature of
experimental studies of real plants consists only of microinverters.
If we have the studies mentioned above adding climatic data and
location, we may also consider the microinverters and evaluate
the best alternatives of size and configuration of the plant and
the costs involved. For that purpose, it can be use the proposed
simulation model and a suitable optimization algorithm.
5. Conclusions

A simulation model for photovoltaic plants was implemented
which allowed to obtain the performance corresponding to the dif-
ferent stages of the system as well as its global performance. These
simulations take into account heterogeneous operating conditions
of the array such as time varying shading, where each module was
under the influence of the clouds independently. The movement of
the clouds were also simulated, as well as different connection
schemes of the modules arrays. A measure of the photovoltaic
plant performance under such conditions was also proposed.

The central inverters results show in some ways a trend of bet-
ter performance configurations to parallel connections. However,
using too many modules in direct parallel takes a less robust con-
figuration to changes in shading conditions. The shading in the
direction of the resultant series would produce greater imbalance
of the series with respect to the case of the cloud perpendicular
motion, due to the greater influence of the currents of each group
of parallels. By increasing the number of inverters used, there are
cases where performance increases and decreases in others, there
being a similar trend regarding the connection scheme. So it cannot
be established a priori optimal configuration. It must be evaluated
alternative configurations under the shading scenarios and data of
the problem under consideration.

The results show that the operating conditions determine the
most efficient connection scheme with partial shading by using
central inverter. The parallel connections are only suitable in cer-
tain conditions and the optimal number of parallels cannot be
established trivially. Without using an optimization algorithm, we
achieve results with central inverters not far from using microin-
verters. But the microinverters are more expensive option than
the central inverters. These results correspond to a small photovol-
taic system, while the automatic optimization of larger photovol-
taic plants require additional computational algorithms that allow
to determine the modularity and system configuration that are
optimal. These results indicate that using the proposed simulator
and an optimization algorithm, it can be optimize the complete sys-
tem energy and take advantage of lower costs of central inverters
for large photovoltaic plants. So our next work is to propose an opti-
mization algorithm for such problems. Then, we intend to incorpo-
rate in the simulation the LiDAR technology for further study in
urban environments.
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