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Abstract: A brain-computer interface (BCI) system based on event related potentials (ERPs) consists mainly of
solving a binary classification problem. Although the linear discriminant analysis (LDA) method is widely used for
this type of problems, it does not yield satisfactory performances when the number of features is large relative to the
number of observations. In this article we present a generalized sparse discriminant analysis method and analyze the
impact of six different discriminant measures (used in the construction of certain anisotropy matrices) in classification
performance. Numerical results indicate that the best measures for this type of ERP classification problems are those
belonging to the Shannon-Entropy family.
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1 INTRODUCTION

A Brain-Computer Interface (BCI) is a system aimed to establish an alternative way of communication
between the brain of a disabled person and the outside world [4]. In particular, by using the well-known
“oddball” paradigm, a BCI based on brain signals (EEGs) can decode the subject’s desire by detecting what
is called an “event related potential” (ERP) [S]. One of the main components of such ERPs is the so called
P300 wave, which is a positive deflection occurring in the scalp-recorded EEG approximately 300 ms after
an infrequent stimulus has been applied. The detection of those ERPs on the background EEG conforms a
binary classification problem: EEG record with ERP (target class) and EEG record without ERP (non-target
class).

The Linear Discriminant Analysis (LDA) criterion is a well-known dimensionality reduction tool in the
context of supervised classification [1]. Let X be a n x p data matrix and lety € {1,2}" be a categorical
vector accounting for class membership, i.e. each row of X (known as a pattern) x; belongs to one and only
one of the two aforementioned classes. The LDA method seeks to find the discriminant direction vector 3
of maximal separability between classes. Thus, it is defined as:

B =3 (1) — o), (1)

v - 1yn ) , T 1 i = 1 . -
where 3 = &> 7 (x; — p)(x; — p)* is the common covariance matrix, p; = - cp Xi, My =
1
ny

of indices and the number of patterns belonging to classes 1 and 2, respectively, and pu =
% >, x; is the common sample mean.

It has been shown that an effective LDA training requires of a number of samples between five and ten
times the dimensionality of the patterns [2]. If that is not the case, then the covariance matrix S is highly
ill-conditioned. Regularization may help to overcome this issue, since it limits the influence of outliers,
avoids over-fitting and improves the estimation of the ill-conditioned covariance matrix.

In high dimensional data problems, in order to reduce the dimensionality, it is desirable to select a sub-
set of features that be most relevant for the classification problem. Different “metrics” from the statistical
literature have been used as measures of discrepancy between classes [3]. We have developed a regularized
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version of LDA which performs feature selection and classification by simultaneously using ¢; and ¢ norm
penalizers. Two anisotropy matrices are also added in order to include pointwise heterogeneously weighted
penalization as dictated by the a-priori discriminative information provided by the discrepancy measure be-
ing used. This method can be thought of as a penalized version of the sparse discriminant analysis (SDA)
[6], reason for which we call it “generalized sparse discriminant analysis” (GSDA) [7]. This method has
been proved to outperform not only the standard LDA, but also several other state-of-the-art regularized
versions of LDA (including SDA). However, since GSDA has only been tested with Kullback-Leibler diver-
gence (see [7]), the aim of this work is to find out, from a number of discriminant measures, which one of
them is the best for ERP classification. To shead light on this issue, experiments with a real EEG-based BCI
database are carried out in small training size scenarios.

2 MATERIAL AND METHODS
2.1 GENERALIZED SPARSE DISCRIMINANT ANALYSIS

Let K be the number of classes (in our case K = 2), X as before and Y an n x K matrix of binary
variables such that y;; is an indicator variable of whether the ith observation belongs to the ;" class. Let
6 < RX be a score vector and 3 € RP the discriminant vector. Then the GSDA scheme consists of solving
the following regularized constrained least squares problem:

(B, 9) — argmin {[Y0 - XB|2+ M[DiB + AalDaBl2}, st ~6TYTYO =1, ()
BeRr OcRK n
where A\; and Ay are positive regularization parameters and D; and Ds are appropriately defined p x p
positive definite matrices which incorporate the a-priori discriminative information about the classes.

The solution of problem (2) is iteratively approximated by alternating two steps (with an adequate ini-
tialization): first keep 6 fixed and find B, and then keep 3 fixed and find 6. The former step is a generalized
version of the well-known elastic-net (e-net) problem [8]: 3 = arg mingegy {[Y0 — X3+ A1 D181 +
A2||D2B||3}. This generalized e-net problem can be re-written by means of lasso (least absolute shrinkage
selection operator) [9] if D is invertible. The LARS-EN algorithm presented in [10] has been appropriately
modified to find the solution vector ,3 over which the classes of the projected data X ,@ € R" can be well-
separated by a simple linear classifier. In a previous work, we have found that GSDA outperforms other
well-known classification methods for ERP detection in small training size scenarios.

2.2 DISCRIMINANT MEASURES

Discriminative information can be incorporated into GSDA by appropriately quantifying the “distance”
between classes or, more precisely, between their probability distributions. A wide variety of “metrics” is
available for comparing probability distributions [3]. Let f1(n) and fa2(n) with n € N be two (discrete)
probability functions (here, think of them as being those associated to the target and non-target classes,
respectively). Different discriminant measures d can be used to compare those two probability distributions
and hence, to quantify the difference between classes. For instance, let us consider the Kullback-Leibler

Divergence [11] defined as:
. J1 (”))
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with the convention that 0.log 0=0. A symmetric dgg, version, called the J-divergence [12], is defined as
follows:

dy(f1, f2)=dxL(fillf2) + dxr(f2lf1)- “)

Another measure within the Shannon-Entropy family is the Jensen-Shannon divergence [13], defined as:

dJs(fl,f2)i%dKL(f1||f3)+%dKL(f2|\f3), )

where f3 . Note that dys is symmetric and its square root d}s = /djs is a metric in the rigorous
mathematical sense.
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Another discrepancy measure, widely used in machine learning, is the Fisher information distance which
can be obtained as the second derivative of dx . In particular, as described in [14] the Fisher distance
between two univariate normal distribution f; (u1,01) and fo(u2, 02) can be found in terms of the first two
moments as:

de(frs f2) = V2 In (f((madl), (p2,02)) I (11 — p2)? 4 2(o7 + U%)) ’ ©)
0102

where F((u1,01), (2, 02)) = /(11 — p2)? + 2(01 — 02)2) (111 — p2)? + 2(01 + 02)?).
Finally, the discriminant information can also be evaluated by the squared point-wise bi-serial correlation
coefficients with sign, simply called “signed r-2-value”. The 7-value is defined as: r = T\ﬁ% (%) ,
where o = std{x;|i € I1, I} is the joint standard deviation. Then, the signed r2-value is defined as

de(f1, f2) = sgn(r)r*. @)

In the present work we are particularly interested in comparing the impact of using these different
measures in highlighting the ERPs from the background EEG. Independently of which discriminant mea-
sure d is used, we can define the measure of discrepancy between classes at the ith feature, d(i), for
i =1,2,...,p,asd(i) = d({f{,fs}), where f{, fi denote the probability distributions of classes
1 and 2, respectively, at feature . The anisotropy matrices D; and D are then constructed by using
the a-priori discriminant information d(-) as follows: Dy = diag (1 — o; + «;¢;) and Do = diag(c;),

» N\ /P
where ¢; = ( = d,(j)> , o = maxlﬁjgp{cj]j —a , fori = 1,...,p. Note that with
d(7) max, <;<,{¢;} — min, ;<. {c;}
D; and D2 so defined, ¢; is large where d(7) is small, and vice-versa. The parameter «; (observe that
0<a; £1, Vi=1,...,p) weights the discriminant information proportionally to its relevance.

2.3 DATABASE

The database used for this work is an open-access P300 speller database from the “Laboratorio de In-
vestigacion en Neuroimagenologia de la Universidad Auténoma Metropolitana”, Mexico D.F., described in
[15]. This database consists of EEG records acquired from 25 healthy subjects, recorded by 10 channels
(Fz, C3, Cz, C4, P3, Pz, P4, PO7, POS8, Oz) at 256 Hz sampling rate. In this work we used the first two
copy-spelling sessions as our dataset, in which each subject had to spell 21 characters. In the preprocessing
stage, the EEG records were filtered from 0.1 Hz to 12 Hz by a 4*" order forward-backward Butterworth
band-pass filter. A 1000 ms data segment (trial) was extracted from the EEG records at the beginning of
each stimulus, and then they were downsampled to 32 Hz. A total of 3780 EEG trials (630 of them being
target) of dimension of 10 x 32 = 320, conforms each subject’s database.

We simulated small training size scenarios by randomly selecting patterns for spelling different given
number of characters (2, 4, 6, 8, 10 y 12). This selection procedure was repeated 100 times.

3 RESULTS AND DISCUSSIONS

The classification performance was measured by the area under the receiver operator characteristics
curve (AUC) [16]. Figure la shows the average result over the 25 subjects in each small training size
scenarios delivered by GSDA using different discriminant measures. Note that dgy | and dkp; in Figure 1a
refers to dgp.(f1|]f2) and dxr(f2||f1), respectively. Observe that the measures belonging to the Shannon-
Entropy family yielded the best performances. Figure 1b show the time-channel plots of d(-) by using the
aforementioned discrepancy measures for one subject in the 10 character scenario. Note how the P300 wave
is well highlighted in all cases.

4 CONCLUSIONS

In the present work we have analyzed the impact of using different discriminant measures for construct-
ing the anisotropy matrices D; and D in the classification performances achieved by the GSDA method.
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Figure 1: Classification results and discrepancy measure plots by using different discriminant measures.

We have found that the best classification results are achieved by both the symmetric Kullback-Leibler di-
vergence and by its smoothed-out version, the Jensen-Shannon divergence. In regard to the discriminant
measure plots, it seems that those measures that “better” depict the P300 wave do not yield the best classi-
fication results. This observation leads as to conjecture that the assumption of normal distribution (which
conducts to measuring the distance by using only the first two statistical moments), results in the discrimi-
nant information being focused exclusively on the most prominent wave (P300), neglecting other pieces of
important discriminant information.
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