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Abstract

Class imbalance in machine learning is when there
are significantly fewer training instances of one class
in comparison to another one. In bioinformatics, there
is such a problem in the computational prediction
of novel microRNA (miRNAs) within a full genome.
The well-known precursors miRNA (pre-miRNA) are
usually only a few in comparison to the hundreds of
thousands of potential candidates, which makes this
task a high class imbalance classification problem. It
is well-known that high class imbalance usually affects
any classical supervised machine learning classifier.
Thus the imbalance must be explicitly considered.
Extreme Learning Machine (ELM) is a supervised
artificial neural network model that has gained interest
in the last years because of its high learning rate
and performance. In this work, we propose a novel
approach to overcome the high class imbalance in
pre-miRNAs prediction data in which ELMs are used
for predicting good candidates to pre-miRNA, without
needing balanced data sets. Real datasets were used
for validation of the proposal with several class imbal-
ance levels. The results obtained showed the superior-
ity of the ELM approach against very recent state-of-
the-art methods in the same experimental conditions.

Index Terms

Extreme learning machines, classification, high
class imbalance, microRNA.

1. Introduction

The class imbalance problem has been largely rec-
ognized as an important issue in machine learning
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[1], [2] and, more recently, in the context of big data
mining [3], [4]. The problem occurs when there are
significantly fewer training instances of one class in
comparison to another one. Most of the cost functions
tipically used in machine learning do not work well
with imbalanced data sets, where a supervised classifier
can produce a model that tends to be biased towards
the majority class, having a very low performance
on the minority one. Although many proposals have
been published on supervised classifiers for certain low
levels of imbalanced data sets [5], [6], classification of
high class imbalanced data where one class is signif-
icantly under-represented remains among the current
challenges in the development of prediction models.

This is of particular importance in bioinformatics to-
day, where there are large biological datasets with this
type of imbalanced data. For example, in the computa-
tional prediction of microRNAs (miRNAs) [7], where
there are only dozens or hundreds (it depends on the
organism under study) of well-known miRNAs, versus
thousand hundreds of unknown/unlabeled sequences in
the rest of the genome. Many of these sequences are
really negative class and among which there can be
hidden candidates to novel miRNAs.

This new type of small RNA molecules, present in
both animals and plants, can determine the genetic
expression of cells and influence the state of the
tissues [8]. Many studies have shown that miRNAs
are implied, for example, in cancer progression [9] as
well as in viral infection processes [10] and parasites
development [11]. Given their role in promoting or
inhibiting certain diseases and infections, the discovery
of new miRNA precursors (pre-miRNAs) is of high
interest. Existing experimental techniques have proven
to be inefficient and costly for this task, thus compu-
tational methods play an important role nowadays in
the identification of new miRNAs [12], [13].

For this challenging task, the earliest proposals
based on machine learning for pre-miRNA identifica-
tion have used simple representations to extract the
main structural features of known pre-miRNAs [14],
[15], [16]. After the feature extraction step, a binary
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classifier is trained in order to classify sequences.
Support vector machine (SVM) is the learning al-
gorithm that has been most widely applied to solve
this problem, using as positive sets the genuine pre-
miRNA and artificially defining negative sets of hair-
pins [17], [18], [19], [20], [21]. Such classification
models were expected to perform well in predicting
novel pre-miRNAs from unseen sequences after using
the well-known positive labeled examples for training.
However, a recent study has stated that most of the
existing machine learning approaches cannot provide
reliable predictive performances on independent testing
data sets because the positive training sets requiring
some sort of balancing approach [22]. Given the very
large number of candidates to be analyzed in a real
genome (hundreds of thousands sequences) and the
strong class imbalance new strategies must be proposed
[23].

In this work we present a novel approach for dealing
with the high imbalance problem in pre-miRNA pre-
diction based on Extreme Learning Machine (ELM), a
single layer feedforward network with random weights.
This kind of classifier has shown great capability in
binary task as well as multiclass problems [24]. The
main hypothesis of this work is that the ELM classifier,
as observed in other classification tasks, has some kind
of intrinsic robustness to class imbalance, being able to
produce good results even with severe imbalance and
without need for any additional strategy. This has been
tested in experiments with small and synthetic datasets
[25], as well as in some biological datasets [26]. The
proposed approach has been tested with two different
organisms, using large and varied strongly imbalanced
datasets in 10-fold cross-validation tests.

This paper is organized as follows. Section 2 ex-
plains the ELM architecture and training algorithm
in detail. Section 3 presents the data sets used in
this study, the experimental setup and performance
measures. Section 4 shows the results obtained and
their discussion. Finally, the conclusions of this work
can be found in Section 5.

2. ELMs for high class imbalanced biolog-
ical data

Let the training set given by N samples be defined
by

D =
{
(xj , tj) : xj ∈ Rd, tj ∈ {−1, 1}, j = 1, . . . , N

}
,

where xj is a d×1 input vector and tj is a target class
label.
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Figure 1. Single layer feedforward network.
Func tions φj depend on the parameters {wij}ki=1
and bj

Let us consider a single layer feedforward network
with M neurons in the hidden layer, as shown in
Figure 1. Its output is given by the function

f(xj ;θ) = β0 +

M∑
i=1

βiφ(xj ,wi, bi),

where θ = (wi, bi, βi) is the parameter vector and
φ(x,w, b) is a given activation function. If φ is the sig-
moid function, then vectors {wi}Mi=1 ⊂ Rd represent
the weights for the inputs in each neuron i. Besides,
bi ∈ R is the threshold for each unit. In this way, we
can interpret each neuron as defining an hyperplane,
with form xTwi + bi = 0. Instead, if φ is radial func-
tion, wi is considered as a centroid, while bi weight
the distance between inputs and centroids. Generally,
this kind of function describes hyperspheres. In this
way, a radial basis function neural network can define
complex regions as the union of local hyperspheres.

In standard neural networks, θ is found through
backpropagation learning [27], an algorithm that aims
minimizing the squared error

E (θ) =
N∑
j=1

(f(xj ;θ)− tj)2.

In [28], authors proposed a new strategy of learn-
ing. Unlike backpropagation scheme, the weights (or
parameters) wi and bi are randomly defined. In this
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way, only parameters βi are estimated. Accordingly,
optimizing the vector β = [β0 β1 β2 . . . βM ]T is
equivalent to solve a minimum square problem. This
strategy significantly improves the training time at the
same time that guarantees that, with a large enough
number of neurons, this scheme can achieve good
performance, even with a very simple architecture.

Indeed, considering this simplification we can now
write the function f in matricial form as f(x;θ) =
h(x)β∗ where

h(x) = [φ(x,w1, b1) . . . φ(x,wM , bM )] .

Using the set D we can construct the error function

E(θ) =

N∑
j=1

(f(xj ;θ)− tj)2,

=

N∑
j=1

(h(xj)β − tj)2,

= ‖Hβ − t‖2 ,

where

H =

 φ(x1,w1, b1) . . . φ(x1,wM , bM )
...

. . .
...

φ(xN ,w1, b1) . . . φ(xN ,wM , bM )


N×M

and the vector t is

t = [t1, . . . , tN ]
T
.

Then we can now find the output weights

β∗ = argmin
β
‖Hβ − t‖2 ,

or
β∗ = H†t.

Here, H† is the pseudo-inverse of H , usually calcu-
lated as

β∗ =
(
HTH

)−1
HT t,

when the number of training samples N is very large
with respect to the number of hidden neuron units M .

There are several choices for the activation function
φ. In this work we use both, the gaussian activation
function, defined as

φ(xj ,wi, bi)
.
= ebi‖xj−wi‖

which will be called ELMRBF in the experiments and
the classical sigmoid function defined as

φ(xj , ŵi, b̂i)
.
=

1

1 + exj
T ŵi+b̂i

which will be called ELMSIG from now on.

Table 1. Characteristics of the high class
imbalanced biological data sets used in the

experiments.

Name Positive Negative IR

Virus 237 839 3.54
A. thaliana 231 28,359 122.77

3. Materials and experimental methods

This section describes the datasets used, the ex-
perimental setup and the measures for performance
evaluation.

3.1. High class imbalanced datasets

The characteristics of the biological data sets used
in the experiments are shown in Table 1, as in [29].
For each set of data, the number of samples for each
class is reported in the second and third column,
respectively. These two data sets have been selected for
the comparative study because they have two extreme
imbalance ratios (IR): very low and very high. They
include all well-known pre-miRNAs from the most
studied model specie Arabidopsis thaliana, and also
twenty nine virus. Positive and negatives sequences
from the analyzed species were gathered to form
complete datasets that try to imitate the corresponding
pre-miRNA classification problem in real conditions
For the positive class, all well-known pre-miRNAs
deposited miRBase v17 [30] are used as positive
samples (except those sequences lacking experimental
confirmation). Negative sets were created as sequence
extracted from the corresponding genomes under anal-
ysis, where sequences start positions were randomly
selected and end positions were calculated so that the
sequence length distribution in the resulting negative
dataset is the same as in the corresponding positive
one, as described in [29].

Class imbalance is reported in the fourth column
of the tables, for each data set evaluated. It has been
defined as the ratio of the number of negative to the
number of positive samples. It can be seen from the
table that two extreme imbalance situations have been
taken into account, from quite low to very high class
imbalance.

Selecting an informative feature set is very im-
portant for the pre-miRNA prediction problem. Most
commonly used feature sets contain information about
sequence, topology and structure [31]. The earliest
machine learning approaches [17] proposed features,
named triplets, computed from the sequence itself.
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miPred [32] was the first method that proposed a repre-
sentative feature set that has shown great discriminative
power and that has been adopted by many other current
methods [13], [29].

We have used those features as in [29]: triplets,
maximal length of the amino acid string, cumulative
size of internal loops found in the secondary structure,
percentage of low complexity regions detected in the
sequence and predicted thermodynamic and statistical
properties. In this way each pre-miRNA has been rep-
resented as a feature vector with 28 real components.

3.2. Experimental setup

In this work, we have explored five different ap-
proaches. Two of them are based on Extreme Learn-
ing Machines, with the activation function previously
defined and denoted as ELMSIG,ELMRBF in the
tables. Both depend of one parameter, the number of
neurons in the hidden layer M . Also, as was used in
TripletSVM [17], we have built a predictor based on
Suppor Vector Machine (SVM). In this case, was used
a radial basis function

K(xi, xj) = e−s‖xi−xj‖2 ,

with slacking limit C. Such model has s, C as hyper-
parameters. For this model we present two variants,
one trained with the original training set as ELM
training and another one that includes an oversampling
approach, which will be described in detail below.
Finally, we have included the results with HuntMi [29]
tool, an classifier based on Random Forest with the
same kind of oversampling mentioned.

For SVM, a classical machine learning strategy for
balancing imbalanced data sets has been evaluated as
well. The synthetic minority oversampling technique
(SMOTE) [33] is an approach for oversampling the
positive class (in general the minority class). It is
limited to the strict assumption that the local space
between any two positive instances is positive. The
method produces artificial samples as convex combi-
nations of each positive sample and one of its nearest
neighbors. This is repeated for all positive samples, the
number of times neccesary to produce a balanced set.
SMOTE is the most used technique nowadays in pre-
miRNA classifiers [6]. In summary, we will compare
the behaviour of five different classification meth-
ods: SVM, SVM+SMOTE, HuntMi (RF+SMOTE),
ELMSIG, and ELMRBF .

For each training set an independent 10-fold cross
validation (CV) has been performed, giving reliable
estimates of the classification performance. In all clas-
sification experiments, the distributions of classes in

the testing set is the same as for the entire datasets.
The performance in each experiment is reported as the
average values on the 10 folds using the test partitions
only.

A crucial issue to achieve a good performance in
any classification problem is a right choice of hyper-
parameters. In our experiments this selection was taken
through a grid search. Once the search range was
defined for each hyperparameter, for each combination
of them the performance was estimated by the average
of an inner 3-fold CV defined within each training set f.
That is, for each one of the 10 folds, the training data
was used in a 3-fold CV to select hyperparameters.
Then, all training data in that fold was used to train
a classifier with the selected hyperparameters. This
trained classifier was used on the corresponding test
set. For all classifiers, we also optimized the classifi-
cation threshold µ, where if f(x;θ) ≥ µ then x is in
minority class and belongs to the majority class in the
other case. This was done jointly with the optimization
of hyperparameters, in the inner 3-fold CV. The cost
function used in the optimization was Gm (see Eq. 6
below).

When SMOTE was used, it was applied in each of
the training stages, namely, on the 3-fold CV hyper-
parameter search and on the principal CV. In this way,
we could approximate the performance of applying
SMOTE in the real world. While SVM required a 2-
dimensional grid search (with high computational cost)
both versions of ELM just needed to select the number
of hidden neurons.

Futhermore, we have analyzed in detail the perfor-
mance of the ELM as a function of the imbalance ratio.
To be able to analyze in more detail the capabilities
of the proposed method in more controlled imbalance
ratio situations, we built new data sets with varying
IR from the original A. thaliana. To obtain several
datasets with a certain desired imbalance ratio (IR),
if the original set had n+ positive instances then we
selected IR×n+ random negative instances. Whenever,
IR × n+ is greater than n−, the number of majority
instances, we choose n−

IR random positive instances and
keep all the negatives instances.

3.3. Model performance

The prediction quality of the model was assessed
by the following classical classification measures: sen-
sitivity (s+), specificity (s−), precision(p), harmonic
mean of sensitivity and precision (F1), accuracy (Acc),
geometric mean (Gm) of classification sensitivity and
specificity, and geometric mean G of sensitivity and

si
nc

(i
) 

R
es

ea
rc

h 
In

st
itu

te
 f

or
 S

ig
na

ls
, S

ys
te

m
s 

an
d 

C
om

pu
ta

tio
na

l I
nt

el
lig

en
ce

 (
fi

ch
.u

nl
.e

du
.a

r/
si

nc
)

T
. R

od
ri

gu
ez

, L
. D

i P
er

si
a,

 D
. H

. M
ilo

ne
 &

 G
. S

te
gm

ay
er

; "
E

xt
re

m
e 

le
ar

ni
ng

 m
ac

hi
ne

 p
re

di
ct

io
n 

un
de

r 
hi

gh
 c

la
ss

 im
ba

la
nc

e 
in

 b
io

in
fo

rm
at

ic
s"

Pr
oc

ee
di

ng
s 

de
 X

L
II

I 
C

L
E

I 
- 

46
 J

A
II

O
, 2

01
7.



precision. These measures are defined as:

s+ =
TP

TP + FN
, (1)

s− =
TN

TN + FP
, (2)

p =
TP

TP + FP
, (3)

F1 = 2
s+ × p
s+ + p

, (4)

Acc =
TP + TN

TP + TN + FP + FN
, (5)

Gm =
√
s+ × s−, (6)

G =
√
s+ × p, (7)

where TP , TN , FP and FN are the number of true
positive, true negative, false positive and false negative
classifications, respectively.

The selection of Gm as measure performance is
conventional in imbalanced classification problems,
because it presents less bias to the majority class than
accuracy. Also, considering the prediction problem
under study, it is very important to keep high precision,
thus we include F1 and G that particularly take this
into account in the calculus.

4. Results and discussion

4.1. Comparison with other prediction meth-
ods

This section presents the results of the experiments
to analyze in detail the behavior of ELMs for high
class imbalance data sets in comparison to state-of-
the-art pre-miRNA prediction methods.

Table 2 shows the results for the Virus and Ara-
bidopsis thaliana data sets (detailed in Table 1). Aver-
age results are reported for the test data in 10-fold CV.
The first column shows the classifiers. From second
to last column, average s+, p, s−, F1, Acc, Gm and
G are reported. This table clearly shows that very
high classification rates are achieved by ELMRBF

in all cases. ELMSIG seems to perform worse than
ELMRBF and in general also with respect to the other
classifiers.

In the data set with low class imbalance, the virus
data set, the ELM performance for recognizing pre-
miRNAs is very high (more than 90%). Here, F1
and Acc are the highest. Gm and G, which are in-
dexes more adequate to evaluate this imbalanced data,
are also the highest. Furthermore, the best precision
achieved is higher than 90% for ELMRBF .

It must be highlighted that for the most imbalanced
data set (A. thaliana), the Gm for ELMRBF , is higher
than 97%. The G value is the highest as well for
ELMRBF , in comparison to state-of-the-art methods.
In this particular data set, the most interesting one from
the imbalance level point of view, the highest p and
the highest G are achieved by the proposed ELMRBF

approach. This is a very hard to achieve result for the
state-of-art methods, even with SMOTE. In comparison
to the first and original SVM classifier, there is more
than 10% difference in precision. Our proposal is also
better than the other more recent works evaluated.
This supports our initial hypothesis that ELMs can
be adequate and are quite suited for the large class
imbalance problem of pre-miRNA prediction, without
even needing any balancing scheme.

Regarding SMOTE, it seems that it produces no
improvements for SVM and even more it has a negative
effect, both in performance as in computational cost.
This may be explained by the fact that SVM uses
support vectors to define the decision boundary, and
thus SMOTE will have effect only if it adds samples
near this boundary (where they can became support
vectors). But in a high class imbalance context, the
main hypothesis of SMOTE (that the space between
two near positive examples corresponds to positive
class) may not be true, mainly if the boundary is
complex and the two positive examples are not near
enough. Therefore, the added support vectors, assumed
to belong to one class, will be located in a region of
the other class.

A Friedman’s test on Gm, over the 10 partitions of
the two datasets, gives a p-value of 0.014 (the null
hypothesis can be rejected), that is, the methods have
significative differences in performance. With another
statistical test based in rankings [34], we obtained
a critical difference (CD) of 1.23 between methods
(see Figure 2). The proposed ELMRBF is better po-
sitioned than ELMSIG and SVM with SMOTE. In an
analogous process for precision measure (p), the null
hypothesis is rejected again. The mean ranking can be
appreciated in Figure 3. ELMRBF is more precise than
HuntMi, ELMSIG and SVM+SMOTE.

4.2. Performance varying imbalance ratio

In this subsection we are interested in evaluating
the performance of the best classifier as the imbalance
grows. Because any real dataset has a fixed imbalance,
to get consistent results, it was necessary to generate
synthetic datasets. We used the A. thaliana dataset
because allows to achieve a larger range of imbal-
ances without compromising the number of positive
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Table 2. Classification results for pre-miRNA prediction in high class imbalanced data sets. Best value in
bold.

Virus dataset

Classifier s+ p s− F1 Acc Gm G

SVM [17] 96.60 (4.16) 91.32 (4.96) 97.37 (1.57) 93.83 (3.95) 97.20 (1.79) 96.96 (2.51) 93.89 (3.92)
SVM+SMOTE 95.96 (3.24) 90.33 (4.48) 97.07 (1.45) 93.02 (3.42) 96.82 (1.60) 96.50 (2.08) 93.08 (3.40)

HuntMi [29] 96.38 (2.84) 87.55 (3.11) 96.11 (1.10) 91.71 (2.21) 96.15 (1.09) 96.23 (1.51) 91.84 (2.20)

ELMSIG 95.74 (4.37) 86.31 (4.79) 95.63 (1.69) 90.66 (2.92) 95.65 (1.38) 95.66 (2.12) 90.84 (2.90)
ELMRBF 96.81 (3.36) 92.68 (5.47) 97.78 (1.69) 94.64 (3.92) 97.57 (1.79) 97.28 (2.22) 94.70 (3.89)

A. thaliana dataset

Classifier s+ p s− F1 Acc Gm G

SVM [17] 95.65 (2.51) 45.06 (15.1) 98.87 (0.62) 59.83 (13.2) 98.84 (0.61) 97.24 (1.07) 64.76 (10.3)
SVM+SMOTE 95.22 (3.94) 44.63 (12.2) 98.91 (0.53) 59.72 (10.7) 98.88 (0.51) 97.02 (1.84) 64.53 (8.14)

HuntMi [29] 96.09 (3.21) 54.34 (12.3) 99.27 (0.35) 68.58 (9.78) 99.25 (0.34) 97.65 (1.56) 71.78 (7.83)

ELMSIG 94.78 (3.27) 46.62 (8.68) 99.07 (0.31) 62.02 (7.18) 99.03 (0.29) 96.89 (1.63) 66.19 (5.67)
ELMRBF 96.30 (3.41) 55.50 (8.84) 99.33 (0.29) 69.89 (6.96) 99.31 (0.27) 97.79 (1.63) 72.81 (5.28)

Table 3. Performance for different imbalance ratios (IR) in A. thaliana dataset.
ELMRBF

IR n+ n− s+ p s− F1 Acc Gm G

1 231 231 96.09 97.60 97.61 96.81 96.85 96.83 96.83
2 231 462 96.09 98.09 99.02 97.02 98.04 97.52 97.06
5 231 1155 95.87 95.22 99.00 95.48 98.48 97.42 95.51
10 231 2310 95.00 92.73 99.20 93.65 98.82 97.06 93.76
20 231 4620 95.22 88.72 99.35 91.59 99.15 97.24 91.78
50 231 11550 96.30 77.21 99.40 85.40 99.34 97.83 86.08
100 231 23100 95.65 58.00 99.25 71.59 99.22 97.43 74.14
200 141 28359 92.50 48.43 99.48 63.00 99.45 95.91 66.60
500 56 28359 82.73 49.05 99.79 59.60 99.76 90.54 62.57

Figure 2. Critical difference diagram for Gm

instances.
Table 3 shows the performance of the proposed

method under different and increasing levels of im-
balance. Because ELMRBF achieved the best results,
showing robustness for this task, we only use this ver-
sion of Extreme Learning Machine. The first column
of the table indicates imbalance ratio, which varies
approximately exponentially from 1 to 500. The second

Figure 3. Critical difference diagram for precision

and third column, respectively, show the number of
positive and negative samples. Note that from IR=200,
n+ has decreased because the original dataset has
IR=122. Analogously, third column shows the number
of negative samples on each set.

It can be clearly noticed here how the classifier
based on ELM is capable of handling the increasing
imbalance, or better said, it is not hardly affected by it.
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The Gm measure keeps a high value above 90%. The
G has lower values at higher imbalances, of course,
because it is affected by the precision, maintaining
however a higher than 60% value. It should be noticed
also how the Acc, which is the performance measure
mostly reported on published works, is not a reliable
performance measure in this case because it seems to
show a classifier that is not affected by imbalance,
when this is not true and the precision and sensitivity
of the method have been affected by the imbalance
level on the positive class of interest. In spite of this
fact, the precission achieved by the proposed ELM
classifier at the highest imbalance levels remains still
at acceptable levels and close to those obtained at
the previous experiment, which would have been very
hard to achieve for the other methods evaluated. For
example, F1 has fallen to around 60%, which was a
level achieved at smaller IR in the other experiments,
even if in this case the IR is four times the one already
evaluated in the previous tables.

5. Conclusions

In this work we have presented a new and effec-
tive approach for the computational classification of
miRNAs precursors in the context of a high class im-
balance, and without requiring any oversampling strat-
egy. Both, ELMSIG and ELMRBF models proposed,
showed a comparable performance with state-of-art
classificators. In particular, ELMRBF achieved good
precision and the best tradeoff between sensitivity and
specificity on datasets with very high imbalance ratios.
Moreover, its simple architecture grants flexibility, with
promising future in pre-miRNA prediction problems.
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